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1 Introduction

Sound fiscal policy requires multiyear planning. Such planning in turn necessitates an

understanding of how much revenue the development of the macroeconomic environ-

ment will generate and how much expenditure it will require in coming years. Although

the future is always uncertain, an understanding of macroeconomic developments can

be facilitated by statistical modeling combined with theoretical knowledge of how the

economy works. Indeed, macroeconomic forecasting is an integral part of policy and fis-

cal analysis, as done by governments, independent fiscal institutes, and international

organizations.

This paper utilizes a vector autoregression (VAR) setup to develop self-contained mul-

tivariate models for macroeconomic forecasting in a medium term, i.e., over a multiyear

horizon. The novel aspect of this paper is to evaluate and compare the medium-term

predictive performance of conventional econometric models, machine learning algo-

rithms, and the forecast averaging of the point forecasts of these individual models,

under the VAR setup. In particular, it does so against macroeconomic variables in the

small open economy of Ireland; Irish macroeconomic variables are known to be often

volatile and, therefore, challenging for forecasting models.

The specific models used for the VAR setup are hierarchical Bayesian VAR (Giannone,

Lenza, and Primiceri 2015; Kuschnig and Vashold 2021), Random Forest (Breiman

2001), XGBoost (Chen and Guestrin 2016), and LightGBM (Ke et al. 2017). Bayesian

VAR is a well-established econometric model for a VAR setup; it has a good track

record of out-of-sample forecasting accuracy (Bańbura, Giannone, and Reichlin 2010;

Giannone, Lenza, and Primiceri 2015; Gupta and Kabundi 2010; Koop 2013). It has

previously been applied in Irish contexts (Carroll 2020; Kenny, Meyler, and Quinn

1998) and in other small open economies (Gupta and Kabundi 2010; Hou, Nguyen, and

Zhang 2023).

Random Forest, XGBoost, and LightGBM are all tree-based ensemble machine learning
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models. They are nonparametric and enable flexible (i.e., nonlinear) functional forms to

be identified by data. Random Forest has probably been one of the most common ma-

chine learning algorithms used in macroeconomic forecasting previously (e.g., see Biau

and D’Elia 2012; Chu and Qureshi 2023; Qureshi, Chu, and Demers 2021; Yoon 2021).

XGBoost and LightGBM, specific implementations of the general gradient boosting al-

gorithm (Friedman 2001), are known in the machine learning community as two of the

currently best-performing machine learning algorithms (“XGBoost” 2023; Saha 2023)

and have been used in macroeconomic forecasting recently (Qureshi, Chu, and De-

mers 2021). Previous research has suggested that machine learning models can produce

more accurate predictions than benchmark forecasts under certain conditions (Chu and

Qureshi 2023; Qureshi, Chu, and Demers 2021; Yoon 2021), including those applied to

small open economies (Botha et al. 2023; Marcellino and Sivec 2021).

As the baseline models for comparison with those more advanced and complex models,

this paper uses the following two univariate models: the random walk forecasts (Hewa-

malage, Ackermann, and Bergmeir 2023) and the data-driven auto-ARIMA algorithm

(Hyndman and Khandakar 2008). As Hewamalage, Ackermann, and Bergmeir (2023)

point out, model complexity does not guarantee better predictive performance; a simple

model can outperform a complex model.

Finally, the paper also evaluates the predictive performance of forecast averaging, i.e.,

taking the averages of the point forecasts from those individual models used in this pa-

per. The forecasting literature has found that simple forecast averaging can perform

remarkably well (Genre et al. 2013; Makridakis and Winkler 1983; Stock and Watson

2004). The paper also presents a simulation method to generate the prediction intervals

of forecast averages.

The models are applied to forecast a suite of Irish macroeconomic variables over a 5-

year horizon, the maximum time interval between general elections. Ireland is a chal-

lenging case for macroeconomic forecasting models, especially medium-term ones. Its

macroeconomic variables have often exhibited strong volatility over the last two to
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three decades. For example, in the period of 2003–2022, the standard deviation of Ire-

land’s annual real GDP growth was 6.6% while that of the US’s was only 1.9%.
1

It is

a valuable exercise to see how well forecasting models known to be good, such as those

employed in this paper, perform.

The predictive performance of the models is compared, based on out-of-sample pre-

dictions covering the periods between 2015 and 2022. The main focus is the compari-

son between the following two, most contrasting 5-year periods. First, 2015–2019 is a

steady growth period including an unusual hike in GDP in 2015
2

and just before the

COVID-19 pandemic hit Ireland. Second, 2018–2022 is the latest period available at

the time of writing and including an exceptionally volatile period. These two periods

have different macroeconomic trends and, therefore, using both for predictive perfor-

mance evaluation is a hard test. The results from additional analysis using the periods

of 2016–2020 and 2017–2021 are also presented in Appendix C.

The results show that none of the models outperforms one another in all variables across

the different time periods. Different models seem to perform better or worse, depending

on different contexts. Yet, it is also found that the averages of the forecasts from the

individual models used perform in a stable and consistent manner; the forecast average

almost always performs nearly as well as, and occasionally better than, the best per-

forming individual model per variable forecasted. This finding adds further evidence,

from a small open economy perspective, to the literature that has found the utility of

simple forecast averaging (Genre et al. 2013; Makridakis and Winkler 1983; Stock and

Watson 2004). The true values are never known in actual forecasting and, therefore, it

is impossible to select the best model out of all candidate models ex ante. Therefore,

forecast averaging seems to be a credible choice in practice. These findings suggest that

there is value in developing different modeling approaches such as what this paper does

and not just using simple univariate models.

1
These numbers were calculated using data from the Central Statistics Office (2023h) and

the Bureau of Economic Analysis (2023).
2
One major reason was that large multinational corporations relocated their intellectual

property to Ireland (OECD 2016).
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Two caveats are worth mentioning in advance. First, forecasting does not show what

will happen in future for sure. There is always uncertainty about the future, even if

to different degrees, depending on what is forecasted. Instead, a forecasting model

projects the value of an outcome variable, based on a mathematical deduction or al-

gorithm given the data and assumptions used. Therefore, a forecasting model offers for-

mal methods to evaluate the plausibility (if not trueness) of the prediction. One such

method is out-of-sample prediction, as done in this paper.

The second caveat is that the models presented in this paper are not designed to fore-

cast rare but extreme events such as financial crises. For such events, a different mod-

eling approach is necessary. Instead, the models of this paper are designed to forecast

regular trends over a medium term. Nonetheless, the paper also presents the prediction

intervals for the averages of the point forecasts from the individual models used, which

are informative to signal the uncertainty of forecasting and the possibility of extreme

events.

The rest of the paper is structured as follows. First, it explains what a VAR setup

means. Second, the basics of each model used are explicated. Third, the data employed

are introduced. Fourth, the forecast and evaluation methods are presented. Fifth, the

results of the predictive performance of each model are discussed. The final section is

a conclusion. All computation was done in the statistical programming software, R (R

Core Team 2023).

2 VAR Setup

A VAR setup in this paper means that every variable in a data frame is predicted by

the lagged values of all variables. The term “setup” is used here to mean that no par-

ticular model is ex ante attached to it. Assume there are four variables, y1, y2, y3, and

y4. If one uses only one-lagged values of these variables as regressors, then the setup in

general terms is:
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y1,t ∼ f1(θ1, y1,t−1, y2,t−1, y3,t−1, y4,t−1),

y2,t ∼ f2(θ2, y1,t−1, y2,t−1, y3,t−1, y4,t−1),

y3,t ∼ f3(θ3, y1,t−1, y2,t−1, y3,t−1, y4,t−1),

y4,t ∼ f4(θ4, y1,t−1, y2,t−1, y3,t−1, y4,t−1),

θi ∼ g(Θ),

(1)

where t is a time index; fi(⋅) is some function defined by the same data-analyzing model,

which might be ex ante determined parametrically (e.g., via a linear regression model)

or ex post identified from the data (e.g., via a machine learning algorithm); θi is a vec-

tor of the parameters for the function; the presence of the index i indicates that the

functional forms and parameters may be different across the outcome variables. θi ∼

g(Θ) means that θi may be a function of a set of hyperparameters Θ so that θi can

be correlated with θj, i ≠ j; if θi ⫫ θj∀i, j, this part becomes redundant. While the

standard VAR model assumes linear functions for all variables, such a parametric as-

sumption is not imposed here. Instead, it is only assumed that the same data-analyzing

model is applied to each outcome variable in the VAR system. This looser definition

accommodates a nonparametric model that identifies a (most probably nonlinear) func-

tion ex post based on the data analyzed, such as tree-based machine learning algo-

rithms.

A VAR setup makes a forecasting model multivariate and self-contained. In other words,

there is no technical limitation on the number of horizons over which all variables can

be forecasted without an external model. This is because the VAR system means that

each variable is predicted by the lagged values of all variables. This is not the case for

models where the outcome and predictors are clearly separated (e.g., a single ordinary

least square model). In such a case, the number of forecast horizons is either limited by

the number of the available lags of predictors, or possible to increase only if the predic-

tors are forecasted by an external model.
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3 Models

3.1 Bayesian VAR

Unlike the standard VAR, Bayesian VAR is less data-demanding and allows for stable

estimation of many parameters through shrinkage (Bańbura, Giannone, and Reichlin

2010; Giannone, Lenza, and Primiceri 2015; Koop 2013; Kuschnig and Vashold 2021).

In particular, hierarchical Bayesian VAR relaxes the assumptions on parameters for pri-

ors, by drawing prior parameter values from a distribution, rather than using a scalar

value (Giannone, Lenza, and Primiceri 2015; Kuschnig and Vashold 2021).
3

This paper uses a modified version of the Minnesota prior setup (Bańbura, Giannone,

and Reichlin 2010; Koop 2013; Litterman 1986), implementing the Normal-inverse-

Wishart natural conjugate priors with hierarchical modeling (Giannone, Lenza, and

Primiceri 2015; Kuschnig and Vashold 2021).
4

The conjugacy allows the marginal like-

lihood of the model to be available in the closed form (Giannone, Lenza, and Prim-

iceri 2015, 437). This is useful to compare the predictive performance of different model

specifications via the posterior probability of each model.

Hierarchical Bayesian VAR can be expressed as follows:

3
The meaning of “hierarchical” in this literature is different from what the Bayesian

statistics literature usually means, which is a modeling approach to draw parameter values
for the multiple priors of the same type (e.g., the mean parameters of normal distributions
for varying regression intercepts in panel data) from another prior distribution (the so-called
“hyperprior”); see Gelman et al. (2013).

4
The Minnesota prior is not what the Bayesian statistics literature usually means by

“prior,” which refers to the prior distribution of a parameter. Instead, the Minnesota prior
is a particular parameterization of shrinkage for the regression coefficients in a VAR model.
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y
NT×1

= (IN ⊗X)
NT×NK

β
NK×1

+ u
NT×1

,

u ∼ N (0, Σ
N×N

⊗ IT
T×T

),

β∣Σ ∼ N ( µ
NK×1

, Σ
N×N

⊗ Ω
K×K

),

Σ ∼ IW ( Ψ
N×N

, ν),

Ω =

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

ωintercept if k = 1,

λ
2 1

pα
1

ψn∣p/(ν−N−1) otherwise,

λ ∼ Gamma(mode, sd, min, max),

α ∼ Gamma(mode, sd, min, max),

ψ ∼ Inv-Gamma(shape, scale, mode, min, max),

where N is the number of outcome variables and n = 1, ..., N ; T is the number of time

points; P is the number of lags and p = 1, ..., P ; K = NP + 1 is the number of re-

gressors (+1 for the intercept) and k = 1, ..., K, where k = 1 for the intercept. y is a

vectorized version of VAR outcome variables; X is a T times K matrix of regressors;

IN and IT are identity matrices of the lengths N and T respectively; β is the regression

coefficients; and u is the error terms. µ and Σ ⊗ Ω are the prior mean and variance-

covariance matrix of a matricvariate normal distribution for the regression coefficients.
5

Ψ (which is a diagonal matrix) and ν are the prior scale matrix and degree of freedom

parameters of an inverse-Wishart distribution for Σ; ν is fixed such that ν − N − 1 = 1.

Ω is a diagonal matrix, whose first diagonal element, ωintercept, is the prior variance for

the constant and the remaining diagonal elements contain the Minnesota prior values

calculated per lag order p (as indicated by n∣p, i.e., n = 1, ..., N for every p). λ con-

trols the overall tightness of the prior on the variance-covariance matrix; α affects the

level of shrinkage for greater lags; and ψn is the nth diagonal element of Ψ and controls

the degree of shrinkage on the lags of regressors other than those of the outcome vari-

5
A matricvariate normal distribution is a multivariate normal distribution where the

variance-covariance matrix is the Kronecker product of two variance-covariance matrices
(Gamerman and Moreira 2002, 70).
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able (the expected value of Σnn is
ψn

ν−N−1
and ν − N − 1 = 1 by setting as above). In

Giannone, Lenza, and Primiceri (2015) and Kuschnig and Vashold (2021), λ and α are

drawn from Gamma distributions, while ψ is drawn from an inverse Gamma distribu-

tion. In this paper, hierarchical Bayesian VAR is implemented by the R BVAR package

(Kuschnig and Vashold 2021).

3.2 Tree Ensemble Models

Tree ensemble models combine results from multiple decision trees. The decision tree

algorithm sorts (“splits” in the decision tree terminology) the observations in data

into different bins or “nodes,” by the specific threshold value of a predictor that mini-

mizes the errors in the resulting nodes (for a brief summary, see Hastie, Tibshirani, and

Friedman 2017, sec. 9.2; James et al. 2021, sec. 8.1). When the algorithm stops, the

deepest level of nodes is called terminal nodes or terminal regions. Given its algorithm,

the number of splitting in a decision tree model affects the number of observations per

node (aka “node size”). With more predictor values and splitting, the observations per

node are expected to become more homogeneous in terms of their outcome values. One

problem in this algorithm is overfitting. With a sufficient number of predictor values

and splitting, it is possible to make all nodes completely homogeneous in terms of their

outcome values (an extreme example is one node per observation). Since there is no

guarantee that new data will be identical to data used (“training” data in the machine

learning terminology), overfitting usually results in worse predictive performance.

Tree-based ensemble models overcome this overfitting problem. Ensemble methods

combine results from several “weak learners,” i.e., models that by themselves may un-

derfit training data. There are many ways to make individual decision trees weak learn-

ers in a tree-based ensemble model. One way is to limit the depth of each tree. An-

other way is to use a subsample randomly selected from training data. Covering all

ways to control the data fitting of a decision tree is beyond the scope of this paper.

More generally, the descriptions of tree ensemble algorithms here are only in basic forms;

the actual implementation usually involves more complexity and some detail may devi-

9
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ate from these descriptions. Interested readers are encouraged to refer to the documen-

tations of specific algorithms (e.g., Liaw 2022; Microsoft Corporation 2023; XGBoost

Developers 2022).

One ensemble method is averaging, as done in Random Forest for regression tasks.

Random Forest runs several trees separately using bootstrap samples from training

data, and predictors randomly selected at each node, until a specified node size is reached;

the predictions from all trees are combined to produce the final prediction (Breiman

2001; Hastie, Tibshirani, and Friedman 2017, chap. 15; James et al. 2021, sec. 8.2.2;

Liaw and Wiener 2002). The random forest algorithm for regression proceeds as follows

(adapted from Hastie, Tibshirani, and Friedman 2017, 588):

1. Set B, the number of trees to grow, and for every b = 1, ..., B, do (a) and (b).

(a) Generate yb and xb, a bootstrap sample of a preset size, from the training

data, y (the outcome variable) and x (the predictors).

(b) Fit a regression tree fb(xb), where only a preset number of predictors in xb

will be randomly selected at every node j of the tree (denote the selected

predictors as x
j

b
), and the tree is grown by splitting every j into two child

nodes by the best predictor among x
j

b
at j, until the preset minimum node

size is reached.

2. The final output is:

ŷ =
1

B

B

∑
b=1

fb(xb).

Random Forest has been widely used across different disciplines for forecasting tasks

including macroeconomic forecasts (Biau and D’Elia 2012; Chu and Qureshi 2023; Qureshi,

Chu, and Demers 2021; Yoon 2021). Random Forest is simple to use, as there are only

two main parameters – ntree, the number of trees to grow, and mtry, the number of

predictors randomly selected at each node (Liaw and Wiener 2002, 18). Therefore, it is

a good baseline machine learning model. This paper implements Random Forest by the

10
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R randomForest package (Liaw and Wiener 2002). It was found that the default values

for its parameters work well.
6

Another ensemble method is sequential learning, as done in gradient tree boosting

(Friedman 2001; Hastie, Tibshirani, and Friedman 2017, 359–361). Unlike Random

Forest, gradient tree boosting is an iterative process, where a new tree is developed

to predict errors from the previous iteration (Hastie, Tibshirani, and Friedman 2017,

sec. 10.10.2; James et al. 2021, sec. 8.2.3). The iteration goes on until a certain speci-

fied number. The results from each tree are then combined to produce the final predic-

tion. A basic gradient tree boosting algorithm using the squared loss function proceeds

as follows (adapted from Hastie, Tibshirani, and Friedman 2017, 357, 361, 364–365),

where y and x are, as before, the outcome variable and the predictors from training

data:

1. Before the initial iteration, set f0(x) = ȳ.

2. Per iteration m = 1, ...,M :

(a) Compute the residual for every observation: ui,m = yi − fm−1(xi).

(b) Fit a regression tree fm(x) to predict ui,m, resulting in terminal regions Rj,m,

j = 1, ..., Jm.

(c) For every terminal region, compute κj,m that minimizes the loss function,

l(⋅), which is the mean of the residuals in the case of the squared loss func-

tion:

κj,m = arg min
κj,m

∑
xi∈Rj,m

l(yi, fm−1(xi) + κj,m)

=
1
nj,m

∑
xi∈Rj,m

(yi − fm−1(xi)),

where nj,m is the number of observations at j,m.

6
The default value for the two main parameters are ntree = 500 and mtry = nx/3, where

nx is the number of predictors. Hastie, Tibshirani, and Friedman (2017) note, “In our experi-
ence random forests do remarkably well, with very little tuning required.”

11
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(d) Update fm(x) as below:

fm(x) = fm−1(x) + η
Jm

∑
j=1

κj,mI(x ∈ Rj,m),

where η is a learning rate parameter and I(⋅) is an indicator function.

3. The final output is: ŷ = fM (x).

Several different implementations of gradient boosting have been used previously in

marcoeconomic forecasting (Chu and Qureshi 2023; Qureshi, Chu, and Demers 2021;

Richardson, Florenstein Mulder, and Vehbi 2021; Yoon 2021). In the machine learn-

ing community nowadays, XGBoost (Chen and Guestrin 2016) and LightGBM (Ke et

al. 2017) are known to be particularly good for predictive tasks (“XGBoost” 2023; Saha

2023). This paper implements XGBoost by the R xgboost package and LightGBM by

the R lightgbm package.

3.3 Caveat on Parameter Settings

The parameter settings of the Bayesian VAR and tree ensemble models were deter-

mined, based on their out-of-sample predictive performance. However, there is no guar-

antee that the settings chosen for the out-of-sample prediction exercise in this paper

will perform as well for predictive tasks in other time periods. While it is necessary to

base the parameter settings on something in the first place, it is important to keep fine-

tuning them as more data become available with time.

3.4 Baselines and Forecast Averaging

In addition to the hierarchical Bayesian VAR and tree-based ensemble models discussed

so far, baseline forecasts for comparison are produced by random walk (i.e., the forecast

at t + 1 being a value at t, the so-called “naive” forecast; see Hewamalage, Ackermann,

and Bergmeir 2023) and by auto-ARIMA (Hyndman and Khandakar 2008). Hewa-

malage, Ackermann, and Bergmeir (2023, 796–797) argue that in many practical set-

tings, the naive forecast, which is an extremely simple model, performs well and, there-

12
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fore, should be a benchmark against more complex models. ARIMA is also a relatively

straightforward univariate model. The auto-ARIMA algorithm determines the autore-

gressive and moving average parameters based on data, here using the small sample

corrected Akaike Information Criteria.

This paper also calculates the average of the point forecasts across all six models em-

ployed per variable forecasted: random walk, auto-ARIMA, Bayesian VAR, Random

Forest, XGBoost, and LightGBM. Hereafter, this “composite” model will be referred

to as the forecast average. For clarity, the paper refers to each model whose point fore-

cast is used to produce the forecast averages, as an individual model. The forecasting

literature has found that simple forecast averaging can perform remarkably well (Genre

et al. 2013; Makridakis and Winkler 1983; Stock and Watson 2004).

4 Data

This paper uses the following macroeconomic variables:

• Real gross domestic products (GDP)

• GDP deflator

• Real gross national product (GNP)

• GNP deflator

• Real modified gross national income (GNI*)

• GNI* deflator

• Real modified domestic demand (MDD)

• MDD deflator

• Real consumption

• Consumption deflator

• Harmonised Index of Consumer Prices (HICP)

• HICP-adjusted compensation of employees

• Participation rate (of people aged 15 or over)
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• Employment rate (of people aged 15–64)

• Unemployment rate (of people aged 15–74)
7

GNI* and MDD are Irish-specific measures designed to capture the domestic aspect of

the economy, by trying to remove the effect of the activities of multinational enterprises

that may not necessarily contribute to the domestic economy (Central Statistics Office

2023d, 2023m). The detail of the data sources is available in Appendix A.
8

All data

were downloaded on the 12th of December 2023; as Irish macroeconomic data are often

revised (Casey and Smyth 2016), the results here should be seen as conditional on the

data retrieved then.

Given the VAR setup, the variable of the shortest time period available determines the

first year of the dataset, which turns out to be 1998 – the first recorded year of quar-

terly data on the labor force on the online database of the Central Statistics Office of

Ireland (CSO).
9

As level variables are converted to growth variables and 1-year lags

are used (see the subsection, “Forecasting and Evaluation Methods”), the earliest time

point of the outcome variables used in the models is 2000. If original data are in quar-

terly or monthly terms, they are aggregated to annual terms: summation for national

account variables and averaging for rate variables. The summary statistics are pre-

sented in Table 1, where all variables are on the percentage-change scale.

One might wonder why years rather than quarters are used as the time unit of analysis,

as the data of all variables used here, except for GNI*, were available on a quarterly

7
These age groups for the labor force statistics are standard ones used in the data source,

Central Statistics Office. For how these rates are calculated for the COVID-19 period, see the
Central Statistics Office (2023e).

8
Adding more variables was also tried, mainly drawing from the list of variables used in

the Irish Fiscal Advisory Council Bayesian VAR model (Carroll 2020). In the current model-
ing context and the variables of interest to forecast, there was little predictive gain in terms
of root mean squared errors in the out-of-sample prediction. There are two possible reasons.
First, the bias-variance trade-off may be such that a predictive gain from bias reduction by
adding more predictors is outweighed by precision reduction from variance amplification. Sec-
ond, macroeconomic variables are generally collinear with each other either as a standalone
variable or as a linear combination. Therefore, holding the number of observations constant,
as the number of variables increases, a diminishing return of predictive gain may follow. For a
similar point, see Bańbura, Giannone, and Reichlin (2010).

9
The CSO also has another, legacy data on the labor force, which covers the years from

1988 up to 1997. However, the data collection methodology was different (Central Statistics
Office 1998) and, therefore, is incompatible with the current data.
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Mean SD Min Max
GDP 0.06 0.06 -0.05 0.24
GDP Deflator 0.02 0.03 -0.05 0.08
GNP 0.05 0.05 -0.08 0.14
GNP Deflator 0.03 0.04 -0.05 0.09
GNI* 0.03 0.05 -0.10 0.14
GNI* Deflator 0.03 0.04 -0.05 0.11
MDD 0.03 0.05 -0.11 0.11
MDD Deflator 0.02 0.03 -0.06 0.07
Consumption 0.03 0.05 -0.10 0.11
Consumption Deflator 0.02 0.02 -0.06 0.06
HICP 0.02 0.02 -0.02 0.08
Compensation of Employees 0.04 0.05 -0.08 0.10
Participation Rate 0.00 0.02 -0.03 0.05
Employment Rate 0.01 0.03 -0.09 0.05
Unemployment Rate 0.00 0.24 -0.28 0.87

Table 1: Summary statistics. All variables are on the percentage change scale. SD: standard
deviation.

basis at the time of the analysis. It might be argued that aggregating these variables

to annual terms causes some information to be lost. However, statistical optimization

using quarterly data can result in sub-optimal predictive accuracy in annual terms.

This can happen because the errors at the annual level are not a monotonic function

of those at the quarterly level.

For example, assume that the true quarterly growth values in a year are {0.02, −0.01,

0.03, 0.01}. Also assume that there are two models using quarterly data as the unit

of analysis. One model produces the predicted values, {0.05, −0.03, 0.05, −0.01}; the

other generates the predicted values, {0.01, 0.00, 0.02, 0.00}. The root mean squared

error (RMSE) at the quarterly level is 0.023 for the first model and 0.01 for the second

model; the second model is better. However, the RMSE at the annual level (here, cal-

culated using the mean of the quarterly growth values) is 0.0025 for the first model and

0.005 for the second model; the first model is better. In other words, minimizing the

RMSE of predicted values from a model using quarterly data does not necessarily lead

to the minimization of the RMSE of the aggregated predicted values.

One disadvantage of using annual rather than quarterly data is that if forecasting is to
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be done in real time, there can be the situation where quarterly data are available up

to the 2nd or 3rd quarter of the current year so that the annual figure of a variable in

that year might be more accurately forecasted by a model using quarterly data than

one using annual data. In such a case, one might want to first predict an annual figure

for the current year by a short-term forecasting model and plug them into the VAR

data frame for a medium-term forecasting model.

5 Forecasting and Evaluation Methods

For predictive tasks, it is important to find the measures of underlying concepts that

behave in a similar fashion. National account variables and inflation measures generally

increase over time in levels, while rate variables related to the labor force (participa-

tion, employment, and unemployment rates) usually exhibit a cyclical move in levels.

Meanwhile, once these variables are all measured on the percentage-change scale, it is

reasonable to theoretically expect that they behave in a similar fashion, for example,

that a proportional change in GDP is followed by a proportional change in the unem-

ployment rate.
10

Forecasts are produced up to five years ahead (i.e., horizon = 5), based on 1-year lags.

One lag is chosen, based on the results from the otherwise equivalent Bayesian VAR

model showing that the posterior probability of the model is greater given one lag than

given two lags (assuming the uniform prior model probability). For Bayesian VAR, the

predict function from the R BVAR package is used to generate forecasts over a 5-year

horizon. For the three machine learning algorithms, 1-year ahead forecasts are gen-

erated first, and the algorithms are run again including these forecasted values in the

training data. This is repeated five times to generate total 5-year ahead forecasts.
11

10
The variables used here can take only positive values in levels. The use of growth rates

rather than first differences make sure that ex post calculated forecasted values in levels do
not go negative. Coulombe et al. (2021) point out that in machine-learning time-series fore-
casting, transforming data into growth rates is only one option, and other transformations
may generate greater predictive accuracy, depending on variables and algorithms. This paper
leaves this point for future research.

11
In parametric models, there is no difference, in expectation, between generating forecasts

with and without reestimating the parameters and stacking forecasted values onto the original

16
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The predictive performance of each model is evaluated by the RMSE for each variable.

RMSEs penalize a larger error more than absolute mean errors. Since a single extreme

event usually inflicts a greater pressure on the government and society than a series

of less extreme events (even if the sum of the effects of the latter is equal to the effect

of the former), RMSEs are more suitable in evaluating the predictive performance of

macroeconomic forecasting models.

The paper does not compare its out-of-sample predictive performance with the offi-

cial forecast for the same period that was done in real time by the Department of Fi-

nance. This is because Irish macroeconomic data are often subject to revisions (Casey

and Smyth 2016; Conroy and Casey 2019). It is possible that the data used at the time

of official forecasting were a different version from what the models of this paper use.

Therefore, direct comparison is impossible.

6 Results

This section focuses on the performance measures, the RMSEs, for the period of 2015–

2019 (based on the data from 1999 to 2014) and for the period of 2018–2022 (based

on the data from 1999 to 2017); the predicted values of each model for these periods

are displayed in Figures 7 and 8 in Appendix B. The RMSEs for the forecast period of

2015–2019 are presented in Figure 1, while those for the forecast period of 2018–2022

are displayed in Figure 2. The upper panels are the RMSEs on the original scale; the

lower panels are those on the standardized scale, calculated as the RMSEs on the orig-

inal scale divided by the standard deviation of the corresponding variable within the

in-sample data used. For brevity of presentation, the results from additional analysis

using the periods of 2016–2020 and 2017–2021 are displayed in Appendix C, without

observed data. This is because these forecasted values are a function of the parametric model
fitted into the data and, therefore, consistent with the originally estimated parameters of the
model. In the tree ensemble models used here (which are nonparametric), this is generally not
the case. For extreme example, if splitting is done such that every node has one observation,
it follows that a forecasted value ends up with the node that did not exist in the previous
model (unless the previous model observed the same combination of the outcome and predic-
tor values). This means that the updated model identifies a different functional form from the
original one and, therefore, is likely to generate different forecasts in the next forecast hori-
zon.
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hampering the discussion of key findings.

Three key findings are as follows. First, none of the models outperforms one another

in every variable and time period. Instead, different models perform better or worse

than others, depending on different variables and time periods. One striking example is

the random walk forecasts for the unemployment rate. In the period of 2015–2019, the

random walk model is significantly more accurate than any remaining ones. This is be-

cause of the similar values being persistent after the last in-sample year. Meanwhile, in

the period of 2018–2022, its performance is the worst, because the out-of-sample years

exhibit a highly volatile trend (as it includes the COVID-19 period). In other words,

the predictive performance can remarkably differ across different time periods, even

when the same model is used for the same variable. The overall finding is consistent

with the conventional wisdom: There is no single model that does everything well.

Second, no model (except for random walk for 2015–2019) performs well in forecasting

the unemployment rate, as the RMSEs for the growth rate of the unemployment rate

on the original scale are much larger than those of the other variables. This may be be-

cause the empirical variation (measured by the standard deviation) in the percentage

change of the unemployment rate is much greater than those of the remaining variables

in the in-sample data used. According to Table 1, the standard deviation of the growth

rate of the unemployment rate is 0.24, while those of the other variables are all around

or less than 0.06. In terms of the RMSEs on the standardized scale, forecasting perfor-

mance for the unemployment rate is actually as good as many other variables. In other

words, although the size of the forecast errors for the unemployment rate looks large on

the original scale, the models are performing well given the large variation in the data

used.
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Figure 1: RMSEs over the 5-year horizon of 2015–2019.
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Figure 2: RMSEs over the 5-year horizon of 2018–2022.
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Third, the stable performance of the forecast average is noteworthy. Figure 3 and Fig-

ure 4 present the relative performance of each of the models over the best performing

model per variable and time period, as the difference in their RMSEs. In each figure,

the largest number of each y-axis is set to be the greatest RMSE difference per variable

and time period. The lower a bar is, the closer a model is to the best performer; no bar

means that the best performer is itself. The differences in the RMSEs of the forecast

averages are comparatively small across all variables, except for the unemployment rate

in 2015–2019. On a few occasions, the forecast average is the best performer, as seen in

Figures 11 and 12 in Appendix C.

This consistent performance is noteworthy. The true values are unknown in actual fore-

casting tasks. Even if a model performed very well for a certain variable in an out-of-

sample prediction exercise, its performance could turn out different in the future, for

example, because of a structural change (e.g., compare the RMSEs of the random walk

for the unemployment rate in 2015–2019 and 2018–2022). In other words, it is impos-

sible to select the best model (and parameter setting) out of all possible candidates ex

ante. For these reasons, rather than relying on an individual model that appears to

perform well in a certain context, using the forecast averages seems to be a credible

choice in practice. This point, together with the first key finding, suggests that there is

a gain in developing and utilizing different models.
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Figure 3: Difference between each of the models and the best performer in RMSEs over the
5-year horizon of 2015–2019. A zero difference means that the model of concern is the best
performer.
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Figure 4: Difference between each of the models and the best performer in RMSEs over the
5-year horizon of 2018–2022. A zero difference means that the model of concern is the best
performer.
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Given its robust performance, this paper also considers how to generate a prediction

interval for a forecast average. It is generally incorrect to use the average of the upper

and lower bounds of the prediction intervals across different individual models as the

prediction interval of the forecast average (Nowotarski and Weron 2015, 797).

Here, a prediction interval is generated based on a simulation approach using the fol-

lowing normal distribution:

ŷt+h ∼ N (µ, σ),

µ =
1
n

n

∑
i=1

ŷt+h,i,
(2)

where µ is the mean parameter; σ is the standard deviation parameter; n is the total

number of individual models used; ŷt+h,i is the point forecast at a time point in the

forecast horizon t + h from an individual model i.

σ is calibrated empirically per variable by the following algorithm. The algorithm be-

gins with a small σ value and generates the prediction intervals over the forecast hori-

zon, t + h, ..., t + H, where H is the final forecast horizon. Then, it calculates the rate

at which the mean values of the upper and lower bounds of the intervals cover the in-

sample data used. If the rate is between the preset credible level plus / minus some

margin (here, set as 0.90 ± 0.02), the σ value is accepted. If the rate is below the cred-

ible level minus the margin, the σ value is rejected and a slightly greater σ value is

tried. If the rate is above the credible level plus the margin, the σ value is rejected and

the algorithm ends. If a σ value is accepted, the algorithm computes the mean squared

difference (MSD) between the mean upper and lower bound values of the intervals and

the in-sample data.
12

Among those σ values accepted, the algorithm identifies the one

that minimizes the MSD. Such a σ value is used for the σ parameter in equation 2.

12
Formally, MSD =

1
2
( 1
H
∑H
h=1((yt+h − b̄u)2 + (yt+h − b̄l)2)), where b̄u is the mean upper bound

value over the forecast horizon, b̄l is the mean lower bound value over the forecast horizon,
and y is in-sample data.
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Once the normal distribution in equation 2 is specified, any quantile values are easy

to compute. Figures 5 and 6 present the results with the 90% prediction intervals gen-

erated based on the above setup, for the periods of 2015–2019 and 2018–2022 respec-

tively. The intervals are generally wide across variables and forecast horizons. This is

unsurprising, given the volatile nature of the empirical data used (see Figures 7 and 8

in Appendix B).

The average coverage rate of the intervals is 95% in the out-of-sample period of 2015–

2019 and 80% in that of 2018–2022. The coverage rate is somewhat worse in the latter

period, as it includes the COVID-19 and War in Ukraine years, which experienced ex-

traordinary macroeconomic changes.
13

There is always a trade-off between the coverage

rate and width (i.e., informativeness) of prediction intervals, especially when variables

to forecast are anticipated to exhibit extreme values from time to time. As mentioned

in the introduction, the models of this paper are designed to forecast regular trends

over a medium term. Nonetheless, it is also undesirable to make a prediction interval

too narrow to signal any possibility of extreme events. In the current setup, although

the coverage rate for the volatile period of 2018–2022 is less than theoretically expected

from a perspective of frequentist statistics, the differences between the actual extreme

values and the bounds are generally not significantly large. Thus, the aforementioned

calibration algorithm for the σ parameter seems to achieve a good balance between the

coverage rate and width of prediction intervals, at least in the current out-of-sample

prediction exercise.

13
Interestingly, when only the COVID-19 period was included as for the periods of 2016–

2020 and 2017–2021, the average coverage rates were better: 0.91 and 0.87 respectively. In
other words, the presence of both the COVID-19 period and the War in Ukraine period seems
to be the main cause of the worse coverage rate of the intervals for 2018–2022.
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Figure 5: Forecast averages with the 90% prediction intervals for 2015–2019. The values on
the y-axes are percentage changes.
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Figure 6: Forecast averages with the 90% prediction intervals for 2018–2022. The values on
the y-axes are percentage changes.

27



Medium-Term Macroeconomic Forecasting in Ireland Akisato Suzuki

7 Conclusion

This paper has employed a VAR setup to develop self-contained multivariate models for

the medium-term forecasting of (often volatile) Irish macroeconomic variables. It has

applied the VAR setup to hierarchical Bayesian VAR, Random Forest, XGBoost, and

LightGBM. The paper has also used random walk and auto-ARIMA as the baseline

models. Furthermore, it has utilized a forecast averaging approach, taking the averages

of the forecasts from these individual models.

The results have showed that different models perform better or worse than others, de-

pending on contexts. It has also been found that the forecast averages from all individ-

ual models used perform in a stable and consistent manner and seem to be a credible

choice for actual forecasting. The paper has proposed a simulation method to generate

the prediction interval of a forecast average.

By these findings, the paper contributes to the literature on macroeconomic forecast-

ing, particularly to the one for small open economies (e.g., Botha et al. 2023; Carroll

2020; Conroy and Casey 2017; Gupta and Kabundi 2010; Hou, Nguyen, and Zhang

2023; Kenny, Meyler, and Quinn 1998; Marcellino and Sivec 2021). Future research

might try the same approach to different countries than Ireland. In addition, from

a policy perspective, it will be useful to compare the predictive performance of each

model used in this paper in real time, for further fine-tuning and model development.

8 Appendix A: Data Sources

• Real GDP, real GNP, real GNI*, real MDD, real consumption, HICP, participa-

tion rate, employment rate, unemployment rate: Central Statistics Office (2023i,

2023g, 2023k, 2023j, 2023a, 2023l), downloaded on 12th December 2023.

• GDP deflator, GNP deflator, GNI* deflator, MDD deflator, consumption deflator:

the author’s calculations, based on the data on the current and constant values

from the Central Statistics Office (2023i, 2023f, 2023g, 2023k, 2023j), downloaded
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on 12th December 2023.

• HICP-adjusted compensation of employees: the author’s calculations, based on

the data on the current value of the compensation of employees and the HICP

from the Central Statistics Office (2023c, 2023b, 2023a), downloaded on 12th De-

cember 2023.

9 Appendix B: Predicted Values per Model
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Figure 7: Predicted values over the 5-year horizon of 2015–2019. The values on the y-axes are
percentage changes.
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Figure 8: Predicted values over the 5-year horizon of 2018–2022. The values on the y-axes are
percentage changes.
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10 Appendix C: Additional Results of 2016–2020

and 2017–2021
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Figure 9: RMSEs over the 5-year horizon of 2016–2020.
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Figure 10: RMSEs over the 5-year horizon of 2017–2021.
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Figure 11: Difference between each of the models and the best performer in RMSEs over the
5-year horizon of 2016–2020. A zero difference means that the model of concern is the best
performer.
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Figure 12: Difference between each of the models and the best performer in RMSEs over the
5-year horizon of 2017–2021. A zero difference means that the model of concern is the best
performer.
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Figure 13: Predicted values over the 5-year horizon of 2016–2020. The values on the y-axes
are percentage changes.
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Figure 14: Predicted values over the 5-year horizon of 2017–2021. The values on the y-axes
are percentage changes.
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Figure 15: Forecast averages with the 90% prediction intervals for 2016–2020. The values on
the y-axes are percentage changes.

39



Medium-Term Macroeconomic Forecasting in Ireland Akisato Suzuki

Figure 16: Forecast averages with the 90% prediction intervals for 2017–2021. The values on
the y-axes are percentage changes.
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