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Abstract 

The Digital Services Bill 2023, introduced by Ireland's 

Department of Enterprise, Trade and Employment on 

December 5, 2023, is necessary to provide for the full 

implementation in Ireland of EU Digital Services Act (“EU DSA") 

(Regulation (EU) 2022/2065) which came into force on 16 

November 2022, and will fully apply in Member States from 17 

February 2024.This Bill enacts necessary national legislative 

measures of the EU DSA, including appointing Coimisiún na 

Meán as the Digital Services Coordinator and lead Competent 

Authority. It also designates the Competition and Consumer 

Protection Commission (CCPC) as a secondary Competent 

Authority. Additionally, the Bill establishes a liability regime for 

online intermediaries, sets procedures for "trusted flagger" 

status, and creates mechanisms for handling user complaints. 
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Summary 

The Digital Services Bill 2023 (the “Bill”) was published by the Department of Enterprise, Trade 

and Employment on 5 December 2023 along with an Explanatory Memorandum.1 Second stage 

debate is scheduled for Wednesday, 13 December 2023. 

There are four parts to the Bill which comprises of 78 sections and one schedule: 

• Part One (sections 1-6): Preliminary and General; 

• Part Two (sections 7-38): Amendment of Principal Act (referring to the Broadcasting Act 

2009 as amended); 

• Part Three (sections 39-75): Competition and Consumer Protection Commission as 

Competent Authority for Digital Services Regulation for Articles 30 to 32 of the Digital 

Services Regulation; 

• Part Four (sections 76-78) Miscellaneous;   

• Schedule: Oral Hearings   

The primary aims of the Bill as set out in the long title are to give further effect to Regulation (EU) 

2022/2065 of the European Parliament and of the Council of 19 October 2022 on a Single Market 

for Digital Services and amending Directive 2000/31/EC (Digital Services Act) (EU DSA) and for 

that purpose to amend the Broadcasting Act 2009 and the Competition and Consumer Protection 

Act 2014; and to provide for related matters. 

The Digital Services Bill 2023 is necessary to provide for the full implementation of the EU DSA in 

Ireland.2 While the EU DSA is an EU Regulation and so has direct effect3, some of the EU DSA's 

provisions require national legislative measures in order to take effect. For example, Ireland must 

designate and empower a competent authority, known as the Digital Services Coordinator, to 

supervise and implement the EU DSA.4   

The Bill must be read in conjunction with the EU Digital Services Act  and the Broadcasting Act 

2009, as amended by the Online Safety and Media Regulation Act 2022, as it supplements the 

2022 Act with provisions that are specifically required for Coimisiún na Meán in its role as the 

Digital Services Coordinator. 

 

 
1 Department of Enterprise, Trade and Employment, ‘Minister Coveney and Minister Calleary welcomes 
Digital Services Bill’, Press Release, 5 December 2023 (last accessed 07 December 2023). 

2 Ibid. This press release states that this Bill is “a technical bill, drafted to address specific obligations on 
Member States of the EU to give effect to the supervision and enforcement provisions of the EU 
Regulation”. 

3 See here for an explanation of direct effect of EU Law. 

4 The deadline for the appointment of Digital Services Coordinators by EU Member States is 17 February 
2024. See EU DSA Art. 49; European Commission, The Digital Services Act package (last accessed 08 
December 2023). 

https://data.oireachtas.ie/ie/oireachtas/bill/2023/89/eng/initiated/b8923d.pdf
https://data.oireachtas.ie/ie/oireachtas/bill/2023/89/eng/memo/b8923d-memo.pdf
https://revisedacts.lawreform.ie/eli/2009/act/18/front/revised/en/html
https://revisedacts.lawreform.ie/eli/2009/act/18/front/revised/en/html
https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX%3A32022R2065&qid=1666857835014
https://revisedacts.lawreform.ie/eli/2009/act/18/front/revised/en/html
https://revisedacts.lawreform.ie/eli/2014/act/29/front/revised/en/html
https://revisedacts.lawreform.ie/eli/2014/act/29/front/revised/en/html
https://eur-lex.europa.eu/legal-content/EN/TXT/?toc=OJ%3AL%3A2022%3A277%3ATOC&uri=uriserv%3AOJ.L_.2022.277.01.0001.01.ENG
https://www.irishstatutebook.ie/eli/2009/act/18/
https://www.irishstatutebook.ie/eli/2009/act/18/
https://www.irishstatutebook.ie/eli/2022/act/41/enacted/en/html
https://enterprise.gov.ie/en/news-and-events/department-news/2023/december/05122023.html
https://enterprise.gov.ie/en/news-and-events/department-news/2023/december/05122023.html
https://eur-lex.europa.eu/EN/legal-content/summary/the-direct-effect-of-european-union-law.html#:~:text=The%20principle%20of%20direct%20effect%20also%20relates%20to%20acts%20from,on%20the%20type%20of%20act.
https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX%3A32022R2065&qid=1666857835014
https://digital-strategy.ec.europa.eu/en/policies/digital-services-act-package
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Introduction 

The Digital Services Bill 2023 was published by the Department of Enterprise, Trade and 

Employment on 5 December 2023.5 This Bill is necessary to provide for the full implementation in 

Ireland of EU Digital Services Act (“EU DSA") (Regulation (EU) 2022/2065) which came into force 

on 16 November 2022, and will fully apply in Member States from 17 February 2024.6 

While many of the obligations of the Act, such as the requirements on providers of online 

intermediary services, apply directly, some of the Digital Services Act’s provisions require the 

implementation of national legislative measures.  

This Bill provides for these requirements, which include: 

➢ the appointment of Coimisiún na Meán as the Digital Services Coordinator and lead 

Competent Authority for the EU Regulation, as well as provide for its supervisory and 

enforcement powers,   

➢ the designation of the Competition and Consumer Protection Commission (CCPC) as a 

second Competent Authority, with specific responsibility for online marketplaces under the 

EU Regulation, 

➢ the liability regime for providers of online intermediary services, 

➢ the procedures for awarding "trusted flagger" status and 

➢  procedures for dealing with complaints from users or bodies mandated to act on their 

behalf. 

To fully comprehend the Irish bill, one must consider the context of the EU Digital Services Act. 

Called by commentators a landmark piece of legislation, its core principle is that what is illegal 

offline will be illegal online. 7 “Not as a slogan, as reality,” tweeted European commissioner 

Margrethe Vestager.  

The EU’s Digital Services Act 

The impetus for adopting the EU Digital Services Act (EU DSA), grounded in Article 114 of the 

Treaty on the Functioning of the European Union (TFEU), stemmed from the observation that 

Member States were progressively enacting their own national legislation regarding intermediary 

services. These diverging national laws according to the recital of the EU DSA, “negatively affect 

 
5 Department of Enterprise, Trade and Employment, ‘Minister Coveney and Minister Calleary welcomes 

Digital Services Bill’, Press Release,5 December 2023 (last accessed 07 December 2023). 

6 See European Commission, The Digital Services Act package (last accessed 08 December 2023). 

7 Elaine Burke, Silicon Republic, Digital Services Act: The EU’s strict new rules for online content (last 
accessed 07 December 2023).  

To avoid any confusion, it's important to note that this discussion involves two similarly named 

but distinct legislative documents: the European Union's Digital Services Act and Ireland's 

Digital Service Bill.  

To ensure clarity throughout our discussion, the European Union's regulation will be referred to 

as the 'EU DSA' or ‘EU Digital Services Act’ and the Irish legislation will be referred to as the 

'Digital Services Bill.'  

https://data.oireachtas.ie/ie/oireachtas/bill/2023/89/eng/initiated/b8923d.pdf
https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX%3A32022R2065&qid=1666857835014
https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=celex%3A32022R2065
https://twitter.com/vestager/status/1517658709052297218
https://eur-lex.europa.eu/legal-content/EN/TXT/HTML/?uri=CELEX%3A12008E114
https://enterprise.gov.ie/en/news-and-events/department-news/2023/december/05122023.html
https://enterprise.gov.ie/en/news-and-events/department-news/2023/december/05122023.html
https://digital-strategy.ec.europa.eu/en/policies/digital-services-act-package
https://www.siliconrepublic.com/business/eu-digital-services-act-illegal-content-moderation
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the internal market. The conditions for the provision of intermediary services across the internal 

market should be harmonised, so as to provide businesses with access to new markets and 

opportunities to exploit the benefits of the internal market, while allowing consumers and other 

recipients of the services to have increased choice”. 8 

According to the European Commission, the EU DSA aims “to create a safer digital space in which 

the fundamental rights of all users of digital services are protected.”9 The EU DSA comprises a 

complex and diverse set of rules for different players including online intermediaries and platforms 

such as marketplaces, social networks, content-sharing platforms, app stores, and online travel 

and accommodation platforms. 

Key elements include: 

• providing a safe digital environment that is free from illegal content, 

• enhancing transparency and accountability for digital intermediary services, 

• increasing and strengthening the protection of fundamental European rights and consumer 

rights, 

• facilitating and promoting competition and innovation within the digital European Single 

Market, 

• improving legal certainty for providers of digital services, especially for cross-border 

activities enhancing enforcement. 10 

The EU DSA has been a controversial project.11 While supporters welcome its aims of tackling 

illegal content and regulating big tech,12 critical voices have expressed concerns over, among 

other things, potential negative chilling effects on the exercise of European fundamental rights 

including free speech,13 the creation of unnecessary bureaucracy for innovative digital businesses 

and stifling innovation, as well as issues with the technical feasibility of individual rules of the EU 

DSA.14 The EU DSA as part of the EU’s Digital Services reform package, entered into force on 16 

November 2022.  

 

 
8 See Recital 2 of EU DSA. 

9 European Council, ‘Digital Services Act: Council and European Parliament provisional agreement for 
making the internet a safer space for European citizens’, Press Release, 23 April 2023 (last accessed 07 
December 2023). 

10 An overview of the EU DSA has been provided by the Department of Enterprise, Trade and Employment 
and can be found here: Digital Services Act (DSA). 

11 Taylor Wessing, Lexology, Digital Services Act - an overview (last accessed 07 December 2023). 

12 Adam Satariano, ‘E.U. Takes Aim at Social Media’s Harms With Landmark New Law‘, The New York 
Times, 22 April 2022 (last accessed 07 December 2023).  

13 Joan Barata and Jordi Calvet-Bademunt, TechPolicy.press, The European Commission's Approach to 
DSA Systemic Risk is Concerning for Freedom of Expression (last accessed 07 December 2023); Joan 
Barata, CEPA, Europe’s Tech Regulations May Put Free Speech at Risk (last accessed 07 December 
2023). 

14 Turillazzi, A., Taddeo, M.,  Floridi, L. and Casolari, F. ‘The digital services act: an analysis of its ethical, 
legal, and social implications’ Law, Innovation and Technology vol. 15(1), 2023, 1-24. DOI: 
10.1080/17579961.2023.2184136.  

https://digital-strategy.ec.europa.eu/en/policies/digital-services-act-package
https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX%3A32022R2065&qid=1666857835014
https://www.consilium.europa.eu/en/press/press-releases/2022/04/23/digital-services-act-council-and-european-parliament-reach-deal-on-a-safer-online-space/#:~:text=In%20terms%20of%20ambition%2C%20the,must%20also%20be%20illegal%20online.
https://www.consilium.europa.eu/en/press/press-releases/2022/04/23/digital-services-act-council-and-european-parliament-reach-deal-on-a-safer-online-space/#:~:text=In%20terms%20of%20ambition%2C%20the,must%20also%20be%20illegal%20online.
https://enterprise.gov.ie/en/what-we-do/the-business-environment/digital-single-market/eu-digital-single-market-aspects/digital-services-act/digital-services-act.html
https://www.lexology.com/library/detail.aspx?g=fd2c6982-8174-4b8d-860d-fb98513b6780
https://www.nytimes.com/2022/04/22/technology/european-union-social-media-law.html
https://www.techpolicy.press/the-european-commissions-approach-to-dsa-systemic-risk-is-concerning-for-freedom-of-expression/
https://www.techpolicy.press/the-european-commissions-approach-to-dsa-systemic-risk-is-concerning-for-freedom-of-expression/
https://cepa.org/article/europes-tech-regulations-may-put-free-speech-at-risk/
https://www.researchgate.net/publication/369156564_The_digital_services_act_an_analysis_of_its_ethical_legal_and_social_implications
https://www.researchgate.net/publication/369156564_The_digital_services_act_an_analysis_of_its_ethical_legal_and_social_implications
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Scope of the EU DSA 

The EU DSA applies to organisations that provide online intermediary services to consumers 

and business users in the EU.  

Services are considered “offered in the EU”, if users can order products or services in one or more 

Member States, pay in Euro, select an EU language, or access the service via a relevant top-level 

domain. The providers’ place of establishment or location, within or outside the EU, is irrelevant in 

this regard. But what do we mean by online intermediary services? 

 Online Intermediary services means one the following15: 

 

The EU DSA sets regulations for all Intermediary Service Providers (ISPs) operating in the 

European Single Market, whether they are based in the EU or elsewhere. The EU DSA recognizes 

four main categories of ISPs: 

1. General ISP: This includes organizations providing online intermediary services which could be 

any of the following types explained above: 

• Mere Conduit Service: Simple transmission of information on a network. 

• Caching Service: Temporary storage of information to make transmission more efficient. 

• Hosting Service: Storage of information at the request of a user. 

2. Hosting Services: These are specific types of ISPs that store information provided and 

requested by users. 

3. Online Platforms: These are a subset of hosting services that store and distribute information to 

the public. An online platform is not considered as such if its service is minor or ancillary to another 

service, or if it is a minor functionality of a main service that cannot be used independently. 

4. Very Large Online Entities: 

 
15 Department of Enterprise, Trade and Employment, Digital Services Act (DSA) (last accessed 07 

December 2023). 

1. Mere Conduit Service: This service transmits information across the internet without 

altering it. Examples include Internet Service Providers (ISPs), direct messaging services 

such as WhatsApp, Virtual Private Networks (VPNs) like NordVPN for secure data transfer, 

Domain Name Systems (DNS) like Cloudflare DNS for directing traffic, voice-over IP 

services such as Zoom, and domain name registries like GoDaddy. 

2. Caching Service: These services temporarily store online content to speed up internet 

service delivery. Content Delivery Networks (CDNs) like Akamai Technologies cache 

website content to improve loading times. Content adaptation proxies and reverse proxies 

also fit here, managing and directing internet traffic more efficiently. 

3. Hosting Service: This involves providing internet storage space. It covers cloud service 

providers like Amazon Web Services for data storage and processing, online marketplaces 

like eBay, social media platforms such as Facebook, app stores including Apple’s App 

Store, and travel or accommodation platforms like Airbnb. These services manage and 

store user-provided data. 

 

https://enterprise.gov.ie/en/what-we-do/the-business-environment/digital-single-market/eu-digital-single-market-aspects/digital-services-act/
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• Very Large Online Platforms (VLOPs): These are online platforms with an average of 45 

million or more monthly active users in the EU, amounting to about 10% of the EU 

population. 

• Very Large Online Search Engines (VLOSEs): Similar to VLOPs, these are search 

engines with 45 million or more average monthly active users in the EU. To safeguard the 

development of start-ups and smaller enterprises in the internal market, micro- and small 

enterprises are exempted from certain of the EU DSA’s obligations. 

The EU DSA predominantly follows a tiered regulatory system, as illustrated below16: 

 

Figure 1 EU DSA Tiered Regulatory System 

Intermediary services are subject to general obligations which are then supplemented by further 

additional special obligations depending on the type and classification of the respective 

intermediary service.  

Additional special obligations apply to hosting services, whereby online platforms have 

enhanced additional special obligations, and the most extensive and strictest rules under the DSA 

apply to VLOPs. These include maintaining clear terms and conditions, reporting and transparency 

requirements, and designating a single point of contact for communication with authorities, 

businesses, and consumers.  

ISPs can impose service restrictions but must disclose these in their terms, particularly regarding 

content moderation and algorithmic decision-making. They must also respect users' fundamental 

rights and have a clear complaint resolution process.  

The EU DSA also contains important provisions for the protection of minors. If restrictions are 

placed on the use of services which are primarily aimed at minors, or predominantly used by them, 

the ISP must explain the conditions for, and any restrictions on, the use of the service in a way that 

minors can understand. 

 
16 Figure from Taylor Wessing, Lexology, Digital Services Act - an overview (last accessed 07 December 

2023). 

 

https://www.lexology.com/library/detail.aspx?g=fd2c6982-8174-4b8d-860d-fb98513b6780
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The terminology and scope of the EU DSA’s classifications are not sharp-edged, so uncertainties 

and room for interpretation remain. To add complexity, it is also possible that a digital service may 

combine several services or functionalities that are subject to different classifications and therefore 

different rules under the EU DSA. 

Key Obligations for ISPs under the EU DSA 

The EU DSA will introduce a series of obligations graduated on the basis of the size of the service 

and impact. The following is not an exhaustive list but are the key obligations that must be 

complied with:17 

All intermediary service providers must: 

• comply with orders from the relevant national authorities to act against illegal contact. 

However, the EU DSA confirms that ISPs have no general obligation to monitor content 

and are generally exempt from liability even where they voluntarily take steps to detect, 

identify or remove illegal content or take measures necessary to comply with national or EU 

law. However, ISPs must provide certain information to authorities about the actions they 

have taken in relation to illegal content; 

• appoint a single point of contact for Member State and European-wide authorities and a 

single point of contact for recipients of the services. Details of the single point of contact 

must be made public; 

• prepare publicly available reports on their content removal and moderation activities on an 

annual basis; and 

• include certain specified information in their terms and conditions. This includes information 

on any policies, procedures, measures and tools used for content moderation, including 

algorithmic decision-making and human review and the rules of procedure of their internal 

complaint handling system. This must be in clear and unambiguous language. 

Hosting services (including providers of online platforms) must: 

• implement a mechanism to allow third parties to report alleged illegal content and must 

notify law enforcement or judicial authorities of certain suspected criminal offences it 

becomes aware of; and 

• provide recipients of the service with information as to why content has been removed. 

Online platforms must: 

• provide an internal complaint handling system to allow users to challenge the platform’s 

decisions to remove content; and 

• comply with enhanced transparency obligations, including around online advertising, 

recommender systems and the removal or disabling of illegal, or otherwise prohibited, 

content. 

The DSA expressly prohibits online platform providers from using “dark patterns” (i.e. deceptive 

interfaces that trick users into doing things, like agreeing to hidden costs, disguised ads, etc.). 

 
17 Michelle Smith de Bruin, The Bar of Ireland, Digital Services Act: Reining in the ‘Tech’ Giants and Re-

shaping Digital Rights (last accessed 08 December 2023); Norton Rose Fulbright, Digital Services Act (last 
accessed 08 December 2023).  

https://www.lawlibrary.ie/viewpoints/digital-services-act/
https://www.lawlibrary.ie/viewpoints/digital-services-act/
https://www.nortonrosefulbright.com/en/knowledge/publications/e1e7805d/digital-services-act


Library & Research Service | L&RS Bill Digest  8 

Online platform providers are subject to further requirements where the online platform is 

accessible to minors and/or where the online platform allows consumers to conclude distance 

contracts with traders. 

VLOPs and VLOSEs: 

These very large providers are subject to additional obligations, including requirements to: 

• conduct an annual risk assessment to adopt and document effective mitigation measure; 

• establish an independent compliance function comprised of one or more appropriately 

knowledgeable and qualified compliance officer(s), including a dedicated head of the 

compliance function who reports directly into the management body of the VLOP or 

VLOSE; and 

• provide additional information and user optionality in relation to the online advertising and 

recommender systems used on their platforms. 

Enforcement 

Enforcement of the EU DSA18 is in principle the responsibility of member state authorities. In order 

to implement the EU DSA, Member States must appoint "Digital Services Coordinators”19 (who are 

to monitor the enforcement of the EU requirements and ensure in a joint committee that the 

enforcement of the provisions is practised uniformly). The European Commission will be solely 

competent to supervise and enforce the specific obligations under the DSA for VLOPs.20 

Digital Services Coordinator 

The EU DSA establishes a new regulator—the Digital Services Coordinator (DSC). This is a 

position at the national level, not at the Europe-wide level, and thus requires the creation of at least 

twenty-seven such Coordinators across the Union. The national DSCs will themselves coordinate 

through a newly created European Board for Digital Services,21 with each member state having 

one representative on that Board.  

The powers vested in the DSCs are substantial as it has a significant role in the enforcement of the 

EU DSA. 

The DSCs and the European Commission can request data from VLOPs or VLOSEs.22 There is a 

civil liberty constraint: these requests must “take due account of the rights and interests of the 

providers of very large online platforms or of very large online search engines and the recipients of 

the service concerned, including the protection of personal data, the protection of confidential 

information, in particular trade secrets, and maintaining the security of their service.”23  

 
18 EU DSA Chapter IV 

19 EU DSA Art. 49. 

20 EU DSA Art. 56. 

21 Established under Art 61 of EU DSA. 

22 EU DSA, art. 40(1) 

23 EU DSA art. 40(2) 

https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX%3A32022R2065&qid=1666857835014
https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX%3A32022R2065&qid=1666857835014
https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX%3A32022R2065&qid=1666857835014
https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX%3A32022R2065&qid=1666857835014
https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX%3A32022R2065&qid=1666857835014
https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX%3A32022R2065&qid=1666857835014
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The DSCs receives user complaints and assesses them.24 The DSC also has the power to 

investigate the complaints.25 The DSA can demand information from platforms related to a 

suspected infringement of the EU DSA. This includes the power to conduct on-site investigations, 

and to seize information, regardless of storage medium. 26  

The DSC chooses those who will be the “trusted flaggers” for platforms, whose requests for 

takedowns are to be prioritised.27 The DSC can grant trusted flagger status only to those entities 

meeting the following conditions:   

(a) it has particular expertise and competence for the purposes of detecting, identifying and 

notifying illegal content; 

 (b) it is independent from any provider of online platforms; 

 (c) it carries out its activities for the purposes of submitting notices diligently, accurately 

and objectively.28   

Once designated, trusted flaggers are supposed to notify platforms of illegal material on their 

services, and the platforms are to act upon those notices “without undue delay.”29 Because of the 

special power of trusted flaggers to cause rapid suppression of speech online, the selection of 

which entities are entrusted with that power has been noted to be “of great significance30.” 

The DSC also has a critical role in the access that researchers will have under the DSA to 

information held by internet platforms: the DSA determines who is a “vetted researcher.”31  

The DSCs also have broad enforcement powers, which include “the power to order the cessation 

of infringements and, where appropriate, to impose remedies proportionate to the infringement and 

necessary to bring the infringement effectively to an end, or to request a judicial authority in their 

Member State to do so.”32  

The DSC exercises power over digital services companies that have their main establishment (or 

their legal representative) in the jurisdiction of that DSC.33  The DSC can issue large fines: up to “6 

% of the annual worldwide turnover of the provider of intermediary services concerned in the 

preceding financial year.”34 This is a 50% higher fine than available under the GDPR.35 The DSC 

 
24 EU DSA art. 53 

25 EU DSA art, 51 (1) 

26 EU DSA art. 51 

27 EU DSA art. 22. 

28 EU DSA art. 22(2). 

29 EU DSA art. 22(1). 

30 Chander, A. ‘When the Digital Services Act Goes Global’ Georgetown University Law Center Research 
Paper No. Forthcoming, Berkeley Technology Law Journal, Forthcoming,2023). Georgetown Law Faculty 
Publications and Other Works2548, Available at SSRN: https://ssrn.com/abstract=4606282 

31 EU DSA art. 40 (8) 

32 EU DSA art 51 (2) b 

33 EU DSA art 3 (n) 

34 EU DSA art 52 (3) 

35 See Regulation 2016/679 of the European Parliament and the Council of 27 April 2016 on the Protection 
of Natural Persons with Regard to the Processing of Personal Data and on the Free Movement of Such 
Data, and Repealing Directive 95/46/EC (General Data Protection Regulation), 2016 O.J. (L 119/1) 1 (EU), 
[GDPR] at art 83 (4) 

https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX%3A32022R2065&qid=1666857835014
https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX%3A32022R2065&qid=1666857835014
https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX%3A32022R2065&qid=1666857835014
https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX%3A32022R2065&qid=1666857835014
https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX%3A32022R2065&qid=1666857835014
https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX%3A32022R2065&qid=1666857835014
https://scholarship.law.georgetown.edu/cgi/viewcontent.cgi?article=3566&context=facpub
https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX%3A32022R2065&qid=1666857835014
https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX%3A32022R2065&qid=1666857835014
https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX%3A32022R2065&qid=1666857835014
https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX%3A32022R2065&qid=1666857835014
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can also seek a judicial order to temporarily suspend a platform under appropriate 

circumstances.36 The DSC also certifies dispute settlement bodies.37 

Each EU Member State will determine its rules for penalties for EU DSA infringements under its 

own competence.38 The EU DSA only specifies the maximum amount of fines that a Member State 

can impose. For a failure to comply with an EU DSA obligation, the maximum fine will be 6% of the 

offender’s annual worldwide revenue. For the supply of incorrect, incomplete, or misleading 

information, failure to reply or rectify such information, and failure to submit to an inspection, the 

maximum fine will be 1% of the offender’s annual global revenue. The maximum amount of a 

periodic penalty payment will be 5% of the offender’s average daily worldwide revenue. The 

Commission will be able to impose similar fines (only) against VLOPs. 

Failure of an intermediary to comply with the EU DSA can also trigger private claims for 

compensation for damages or losses suffered due to an infringement by providers of their EU DSA 

obligations. Such compensation can be claimed on other grounds, especially under applicable 

national law or consumer protection rules. National authorities, including courts, must not make 

decisions that are contrary to Commission decisions which were adopted under the EU DSA. 

Collaboration with EU Entities and Third Parties 

The European Commission provides an overview of the cooperation framework for cooperation 

between the Commission and national authorities here. Central to this is the enforcement network 

involving European authorities and experts. The European Centre for Algorithmic Transparency 

(ECAT), launched in Sevilla, will assist in monitoring EU DSA compliance, conducting technical 

tests on algorithms, analysing reports and audits, supporting investigations, identifying emerging 

risks, and acting as a research hub.39 

In parallel, prior to the Digital Services Coordinator (DSC) designation deadline, the Commission 

recommended that Member States appoint independent authorities to form an informal network, 

focusing particularly on the swift and effective handling of terrorist material.40 To solidify this 

collaborative framework, the Commission initiated the signing of administrative arrangements in 

October 2023 with national regulators and prospective DSCs. Initial agreements have been 

successfully established with France’s Arcom, Ireland’s Coimisiún na Meán, and Italy’s AGCOM.41 

Another significant measure is the introduction of mandatory annual independent audits to verify 

their adherence to DSA provisions, annual audits for Very Large Online Platforms (VLOPs) and 

Very Large Online Search Engines (VLOSEs). These audits are designed to verify and ensure 

their compliance with the DSA’s stipulations, emphasizing the commitment to maintaining a safe 

and lawful digital environment." 

.  

 
36 EU DSA art 51 (3) (b) 

37 EU DSA art  21 (3) 

38 EU DSA art 52. 

39 European Commission, The cooperation framework under the Digital Services Act (last accessed 07 
December 2023).  

40 Ibid. 

41 Ibid. 

https://digital-strategy.ec.europa.eu/en/policies/dsa-cooperation.
https://algorithmic-transparency.ec.europa.eu/index_en
https://digital-strategy.ec.europa.eu/en/library/delegated-regulation-independent-audits-under-digital-services-act
https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX%3A32022R2065&qid=1666857835014
https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX%3A32022R2065&qid=1666857835014
https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX%3A32022R2065&qid=1666857835014
https://digital-strategy.ec.europa.eu/en/policies/dsa-cooperation
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Interplay with other EU Laws 

The EU DSA harmonises the diverging national rules of the EU Member States that had emerged 

under the E-Commerce Directive (2000/31/EG) since its entry into force in 2000 on how online 

services must moderate the third-party content that they distribute.  

The EU DSA touches on and overlaps with a number of other and more specific EU laws. In 

principle these remain unaffected. Unlike the E-Commerce Directive, the EU DSA will apply 

directly in all Member States without a need for further implementation into national laws.  

The EU DSA complements sector-specific legislation such as the Audiovisual Media Services 

Directive (AVMSD), the Directive on Copyright in the Digital Single Market, the Consumer 

Protection Acquis, and the Proposal for a Regulation on preventing the dissemination of terrorist 

content online. 

The EU DSA builds on the E-Commerce Directive, which has been the main legal framework for 

the provision of digital services in the EU for the last 20 years. As far as the EU DSA does not 

amend the E-Commerce Directive, it will not affect its application. Specifically, the EU DSA 

replaces the E-Commerce Directive’s provisions on provider liability. Otherwise, the E-Commerce 

Directive remains in effect and therefore continues to provide, for example, the country-of-origin 

privilege for online services, and to govern imprint and general advertising obligations for online 

services. 

The EU Digital Service Act and Ireland 

The EU Digital Services Act is a Regulation that is directly applicable across the EU and will 

supersede overlapping national laws that follow the same objective. As the EU DSA is a full 

harmonisation instrument, EU Member States cannot go beyond the Regulation in their national 

laws. While the DSA will not take full effect until 17 February 2024, several of its provisions have 

taken immediate effect. For example, the new rules are already applicable to very large online 

platforms (VLOPs) and very large online search engines (VLOSEs), which are under the direct 

supervision of the Commission concerning systemic obligations. All online platforms, except micro 

and small ones, were required to publish information on the number of active monthly users by 17 

February 2023, an exercise which must be repeated at least once every 6 months afterwards. 

They are also invited to communicate these numbers to the Commission, which is responsible for 

assessing whether they reach threshold of 45 million users and should therefore be designated as 

very large online platforms or very large online search engines. Once designated by the 

Commission, providers of VLOPs and VLOSEs have four months to comply with the DSA, 

including to undertake and provide to the Commission first risk assessment under the DSA. 

 

That being so, two sets of obligations arise: 

1. There is a negative obligation. The EU DSA seeks to fully harmonize the rules applicable to 

intermediary services, therefore Member States “should not adopt or maintain additional 

national requirements relating to matters falling within the scope of [the DSA]”.42 Each 

Member State will therefore have to ascertain whether its national law provides for such 

requirements and if so, amend or repeal them. Following this, in Germany as of February 

 
42 Recital 9 EU DSA 

https://eur-lex.europa.eu/legal-content/EN/ALL/?uri=CELEX%3A32000L0031
https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX%3A52016PC0287&qid=1606993655617
https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX%3A52016PC0287&qid=1606993655617
https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX%3A32019L0790&qid=1606994407832
https://eur-lex.europa.eu/legal-content/EN/ALL/?uri=CELEX%3A52006DC0744+
https://eur-lex.europa.eu/legal-content/EN/ALL/?uri=CELEX%3A52006DC0744+
https://eur-lex.europa.eu/legal-content/EN/ALL/?uri=CELEX:52018PC0640
https://eur-lex.europa.eu/legal-content/EN/ALL/?uri=CELEX:52018PC0640
https://digital-strategy.ec.europa.eu/en/library/dsa-guidance-requirement-publish-user-numbers
https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX%3A32022R2065&qid=1666857835014
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17, 2024, the Telemedia Act (Telemediengesetz, TMG) as well as the Network 

Enforcement Act (Netzwerkdurchsetzungsgesetz, NetzDG) are to be repealed.43 

This equally applicable to the regulations established under national law that transpose 

Articles 12 to 15 of the E-Commerce Directive. These specific rules have now been 

incorporated into the framework of the EU DSA.44 It remains possible, however, to apply 

national legislation covering intermediary services that pursues other objectives than those 

pursued by the EU DSA.45 

2. Member States have certain positive obligations under the EU DSA. This concerns mainly 

the supervision of providers of intermediary services that have their main establishment in 

the Member State’s territory, including related matters such as the handling of complaints 

and cooperation at EU level.  

a. As mentioned, each Member State will have to designate one or more competent 

supervisory authorities, including at least one DSC.46  

b. Member States also must provide for specific rules and procedures for the exercise 

of the supervisory authorities’ investigatory and enforcement powers, including for 

the imposition of the penalties to be imposed on providers breaching their 

obligations.47  

c. Likewise, irrespective of the eventual uptake in practice, detailed rules and 

procedures are called for regarding matters such as the certification of out-of-court 

dispute settlement bodies and 

d.  the granting of the status of ‘trusted flagger’ and ‘vetted researcher’ (as discussed 

above). 

While the EU DSA aims to harmonise the approach across the EU by providing a common 

standard throughout Europe, national level legislation is still an important factor in the regulation of 

digital services. If national legislation contains definitions of illegal or harmful contents, then these 

will apply. For example, in Ireland, the  Harassment, Harmful Communications and Related 

Offences Act 2020 prohibits the sharing of intimate images without consent; platforms are required 

to comply with this law, even if it is not covered specifically in the EU DSA. UCD’s Centre for 

Digital Policy notes that national authorities therefore have an important role to play. The Data 

Protection Commissioner will still be responsible for regulating digital platforms based in Ireland 

with respect to individuals’ data under GDPR.48As discussed earlier, the EU DSA requires each 

state to implement a DSC, an independent authority to supervise the compliance of online 

platforms established in the state.  In Ireland, the recent Online Safety and Media Regulation Act 

2022 (OSMR Act) covers similar grounds and established, a new regulator, Coimisiún na Meán. 

Government later decided to designate Coimisiún na Meán as Ireland's Digital Services 

Coordinator for the purposes of the implementation of the EU Digital Services Act.49 

 
43 Gleiss Lutz, New Developments in Digital Services Law: The Draft Digital Services Act (last accessed 07 

December 2023). 

44 Namely, in Art. 4, 5, 6 and 8 EU DSA, respectively, 

45 Recital 9 EU DSA 

46 Art. 49 EU DSA 

47 See Art. 50 and 51, in conjunction with Art. 49(4) and 52(1), EU DSA. 

48 ‘The Digital Services Act Package:A Primer” UCD Centre for Digital Services available here  

49 MerrionStreet, Government agrees to designate Coimisiún na Meán as competent authority under the EU 
Terrorist Content Online Regulation (last accessed 07 December 2023).   

https://www.irishstatutebook.ie/eli/2020/act/32/enacted/en/print
https://www.irishstatutebook.ie/eli/2020/act/32/enacted/en/print
https://www.irishstatutebook.ie/eli/2022/act/41/section/45/enacted/en/index.html
https://www.gleisslutz.com/en/news-events/know-how/new-developments-digital-services-law-draft-digital-services-act
https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX%3A32022R2065&qid=1666857835014
https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX%3A32022R2065&qid=1666857835014
https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX%3A32022R2065&qid=1666857835014
https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX%3A32022R2065&qid=1666857835014
https://digitalpolicy.ie/the-digital-services-act-package-a-primer/#:~:text=The%20DSA%20Package%20and%20Ireland&text=National%20authorities%20therefore%20have%20an,to%20individuals%27%20data%20under%20GDPR.
https://merrionstreet.ie/en/news-room/news/government_agrees_to_designate_coimisin_na_men_as_competent_authority_under_the_eu_terrorist_content_online_regulation.175259.shortcut.html
https://merrionstreet.ie/en/news-room/news/government_agrees_to_designate_coimisin_na_men_as_competent_authority_under_the_eu_terrorist_content_online_regulation.175259.shortcut.html
https://merrionstreet.ie/en/news-room/news/government_agrees_to_designate_coimisin_na_men_as_competent_authority_under_the_eu_terrorist_content_online_regulation.175259.shortcut.html


Library & Research Service | Digital Services Bill 

 

13 

Overlap between EU Digital Services Act and the Online Safety and 
Media Regulation Act 2022 (the ‘OSMR’) 

The Audiovisual Media Services Directive (AVMSD) is a minimum harmonization measure, 

meaning it sets the minimum of what measure Member States can do, and Member States have 

discretion to regulate beyond that. In this instance, Ireland decided to expand on requirements of 

the AVMSD and  incorporated it into the OSMR Act. 

The OSMR Act has to operate in tandem with the EU DSA. This means that national law has to 

comply with European law. If there are cases where the two are in conflict, European legislation 

overrides national law. In the graph below, created by McCann Fizgerald, it is demonstrated how 

the OSMR Act is broader than the AVMSD, and how the EU DSA overlaps with both.  

The Blue shows where the OSMR Act has gone beyond the AVMSD. The difficulty, as explained 

by McCann Fitzgerald , will be where the EU DSA, as a maximum harmonisation measure, 

overlaps with the aspects of the OSMR Act that was outside the requirements of the AVMSD. In 

these incidences, it will be EU DSA which will override the OSMR Act.  

 

 

 

Figure 2 Overlap between AVMSD, Broadcasting Act and EU DSA: Similarities and 

differences50  

 

 
50 From Presentation by McCann Fitzgerald, 20 June 2023, which can be found here.  

Broadcasting Act as 
amended by the OSMR 

Act

AVMSD

DSA

https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX%3A52016PC0287&qid=1606993655617
https://www.mccannfitzgerald.com/uploads/The_New_EU_and_Irish_Landscape_for_Online_Content_20_June_2023.pdf
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Table 1 Similarities and Differences51 

Broadcasting Act 2009, as amended 

OSMR Act 2022 

EU DSA 

Harmful online (Irish Definition broader)  Illegal content 

Information society services (if designated) -  Intermediary services 

Video-sharing platform services (VSPS) Online platforms, VLOPs 

Enforceable by CnaM (only) Enforceable by European Commission and 

DSCs 

Administrative financial sanction of up to 

€20million or 10% of the turnover of the 

relevant service 

Fine of up to 6% of annual worldwide turnover-

Periodic penalty payments of up to 5% of 

average daily worldwide turnover 

Content limitation notice Cessation order 

No equivalent Users may seek compensation for breach 

Main Obligations for non-VSPS 

Broadcasting Act –designated information 

society services 

DSA–hosting services 

Comply with online safety codes –may entail:  

- -  

Comply with orders (illegal content, 

information)- 

Minimise availability of harmful online content Transparency –reports on content moderation 

Protect users against harmful online content Terms of service –tools used for content 

moderation, dispute resolution 

Deal with user complaints Notification mechanism for illegal content 

Comply with CnaM guidance Obligation to notify if aware threat to life or 

safety 

 

In the Report on Pre-legislative Scrutiny of the General Scheme of the Digital Services Bill, 2023 

the Joint Committee on Enterprise, Trade and Employment recommended that a review be 

conducted of the potential areas of overlap between the OSMR Act and the EU DSA. In their 

written submission to the Committee, the Law Society suggest that the EU DSA and the OSMR Act 

have significant overlap in terms of aims, procedures, and impact which may result in parallel 

processes for service providers and citizens, leading to increased regulatory burden and 

confusion. The Law Society also noted that the proposed composition of the Coimisiún includes 

individuals with other responsibilities and functions under the OSMR Act and AVMSD despite the 

requirement of the Digital Services Coordinators to act independently and remain free from 

external influences under the EU DSA.  

 
51 ibid. 

https://data.oireachtas.ie/ie/oireachtas/committee/dail/33/joint_committee_on_enterprise_trade_and_employment/reports/2023/2023-06-15_report-on-the-pre-legislative-scrutiny-of-the-general-scheme-of-the-digital-services-bill-2023_en.pdf
https://www.mccannfitzgerald.com/uploads/The_New_EU_and_Irish_Landscape_for_Online_Content_20_June_2023.pdf
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In its final report, the Department addressed concerns regarding the appointment of Coimisiún na 

Meán as the regulatory authority under the EU DSA. This decision was predicated on Coimisiún na 

Meán's existing role in overseeing online safety legislation. Notably, the EU DSA and the online 

safety legislation exhibit considerable overlap, both in their applicability to similar online platforms 

and search engines and in their shared objective of enhancing the transparency and efficiency of 

these platforms in managing complaints. The inherent flexibility within the online safety legislation 

empowers Coimisiún na Meán to concurrently consider and implement codes from both legislative 

instruments, particularly when faced with analogous obligations. Additionally, under the online 

safety legislation, Coimisiún na Meán is mandated to develop codes of conduct. These codes must 

be communicated to the European Commission and are subject to verification to ensure their 

alignment with the provisions of the DSA. This process is instrumental in preventing any potential 

conflicts between the two regulatory frameworks. 

The Joint Committee in their Pre-legisative report recommended that a review be conducted of the 

potential areas of overlap between the Online Safety and Media Regulation Act and the Digital 

Services Act. The Department has responded to this recommendation in Table 2, Traffic light 

dashboard comparing the Bill as published with Committee PLS recommendations, located below. 

 

Pre-legislative scrutiny of the General Scheme of the 
Bill 

Minister for Enterprise, Trade and Employment, Mr Simon Coveney, TD, referred the General 

scheme of the Digital Services Bill to the Joint Committee on Enterprise, Trade and Employment 

on 23 March with a request to commence pre-legislative scrutiny at the Committee’s earliest 

convenience. The Committee commenced pre-legislative scrutiny on the Bill on 19 April 2023. 

 The Committee held one public hearing on the General Scheme with officials from the Department 

of Enterprise, Trade and Employment on 19 April 2023, see Transcript and Opening Statement.  

The Committee received five written submissions on the Digital Services Bill from Children’s Rights 

Alliance, Technology Ireland, The Law Society of Ireland, The Institute for Future Media in Dublin 

City University, and Coimisiún na Meán. 

The Committee published their Report on Pre-legislative Scrutiny of the General Scheme of the 

Digital Services Bill, 2023 in June 2023 with eleven key recommendations identified.  

L&RS traffic light analysis of PLS recommendations versus published 
Bill 

This section seeks to assess the extent to which the Committee’s recommendations have been 

addressed in the Bill, as presented for Second Stage. To do this, a traffic light system is used by 

the L&RS, indicating whether a key issue is accepted and reflected in the Bill, whether a consistent 

or unclear approach is used, and whether the recommendation has not been accepted or is not 

reflected in the Bill. This traffic light approach represents the L&RS’s own, independent analysis of 

the Bill, and a key to this dashboard is shown in Table 1 below.  

https://data.oireachtas.ie/ie/oireachtas/debateRecord/joint_committee_on_enterprise_trade_and_employment/2023-04-19/debate/mul@/main.pdf
https://data.oireachtas.ie/ie/oireachtas/committee/dail/33/joint_committee_on_enterprise_trade_and_employment/submissions/2023/2023-04-19_opening-statement-sabha-greene-principal-officer-digital-economy-regulation-unit-department-of-enterprise-trade-and-employment_en.pdf
https://data.oireachtas.ie/ie/oireachtas/committee/dail/33/joint_committee_on_enterprise_trade_and_employment/reports/2023/2023-06-15_report-on-the-pre-legislative-scrutiny-of-the-general-scheme-of-the-digital-services-bill-2023_en.pdf
https://data.oireachtas.ie/ie/oireachtas/committee/dail/33/joint_committee_on_enterprise_trade_and_employment/reports/2023/2023-06-15_report-on-the-pre-legislative-scrutiny-of-the-general-scheme-of-the-digital-services-bill-2023_en.pdf
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Table 1 Key to traffic light dashboard comparing the Bill as published with Committee PLS 

recommendations. 

L&RS categorisation of the Department’s response 

in the Bill to the Committee’s key issue 

Traffic light dashboard used in 

Table 3to highlight impact of the 

Committee’s PLS conclusion 

Key issue has clearly been accepted and is reflected in 

the Bill. 

 

The Bill may be described as adopting an approach 

consistent with the key issue,the impact of the key issue 

is unclear or the issue is addressed outside of the Bill..  

Key issue has not been accepted or implemented in the 

Bill. 

 

 

Table 2 Traffic light dashboard comparing the Bill as published with Committee PLS 

recommendations. 

Commentary/recommendation as per 

Committee report 

L&RS -Whether 

addressed 

(either in whole 

or in part) in 

the Bill 

Depts Response to whether 

addressed (either in whole or in 

part) in the Bill 

1. The Committee recommends that 

further clarity be provided for in 

the legislation as regards the 

functions, remit, and process for 

‘trusted flagger status’.  

52 

Action(s) Taken: 

Section 37 of the Bill inserts a new 

Part 15 in the Principal Act. Chapter 2 

of this Part provides for the awarding 

of trusted flagger status.  Following 

the Committee recommendation 

further clarity was provided on the 

process of applying for, awarding of 

trusted flagger status and revoking 

that status. 

Comment: 

As Coimisiún na Meán prepares for 17 

February, it is working with other 

Member States’ DSCs to-be to 

consider procedures and common 

 
52 The Bill does provide further clarity on the process of applying for and awarding of trusted flagger status as 

well as revoking that status. However, the Bill does not provide any further clarity to the functions and remit 

of Trusted Flaggers. Aspects of this can be found in the EU DSA Article 22 (2). See Section on Trusted 

Flaggers 
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Commentary/recommendation as per 

Committee report 

L&RS -Whether 

addressed 

(either in whole 

or in part) in 

the Bill 

Depts Response to whether 

addressed (either in whole or in 

part) in the Bill 

approaches in respect of certain 

Articles of the DSA, including the 

Article related to Trusted Flaggers.   It 

is also expected that the European 

Commission will prepare guidelines on 

the relevant DSA Article for Trusted 

Flaggers post 17 February 2024, and 

that this will be done after a 

consultation process to take on views 

of stakeholders. 

2. The Committee also recommends 

that further clarity be provided as 

to how takedown orders are to be 

actioned by Digital Platforms.  

 

 

This 

recommendation 

is not addressed 

in the Bill. 

Action(s) Taken: 

The Courts Services are amending 

Court rules to provide that orders 

issued from any court to remove 

illegal content will contain certain 

information as set out in the DSA 

Articles 9 and 10.  This will ensure 

consistency in orders across the EU 

and provide clarity to Intermediary 

Service Providers, thereby making it 

easier for those platforms to give 

effect to such orders. The DSA does 

not create any new type of take down 

orders or interfere with existing 

procedures or change what 

constitutes illegal content.   

 

3. The Committee recommends that 

a review is conducted of the 

potential areas of overlap 

between the Online Safety and 

Media Regulation Act and the 

Digital Services Act.  

 

53 

This 

recommendation 

is not addressed 

in the Bill. 

 

 

Action(s) Taken: 

The potential areas of overlap 

highlighted by stakeholders as part of 

the PLS have been reviewed by the 

Department of Tourism, Culture, Arts, 

Gaeltacht, Sport and Media 

(DTCAGSM) in collaboration with the 

Department of Enterprise, Trade and 

Employment (DETE).  The DSA 

provides a horizontal framework of 

systemic rules and obligations to 

underpin sectoral regulations such as 

the Audio-Visual Media Services 

Directive (AVMSD).  The DSA is 

without prejudice to the revised 

 
53 See Section titled Overlap between EU Digital Services Act and the Online Safety and Media Regulation 

Act 2022 (the ‘OSMR’) of this Digest. 
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Commentary/recommendation as per 

Committee report 

L&RS -Whether 

addressed 

(either in whole 

or in part) in 

the Bill 

Depts Response to whether 

addressed (either in whole or in 

part) in the Bill 

AVMSD - insofar as the OSMR Act 

gives legal practical effect to the 

revised AVMSD in Irish law, so there 

can be no question of legal conflict.   

Coimisiún na Meán was selected to 

operate the regulatory framework for 

online safety and be the Digital 

Services Coordinator so that, at an 

operational level, it can practically 

apply both coherently and seamlessly. 

Both Departments consider that any 

potential overlap identified is being 

addressed by Coimisiún na Meán 

itself in the context of preparing the 

codes of conduct and compliance 

framework for the organisation.  

Comments: 

Coimisiún na Meán will be structured 

in functional divisions taking into 

account its range of responsibilities 

under the DSA, OSMR and Terrorist 

Content Online Regulation and aims 

to implement a coherent approach, on 

the implementation, supervision and 

enforcement of different pieces of 

legislation.  

Coimisiún na Meán is designing a 

compliance framework based on all 

relevant legislation, which will be run 

out of its Platform Supervision and 

Investigations division. 

 

4. The Committee recommends that 

provision be made in the 

legislation to enable public 

interest research based on data 

provided by regulated platforms to 

facilitate research access, 

conduct data analysis, and 

manage collaborations.  

 

 

Action(s) Taken: 

Section 37 of the Bill inserts a new 

Part 15 in the Principal Act, Chapter 

two of that part sets out how 

researchers can apply for ‘vetted 

researcher’ status. As specified in the 

DSA, the research being undertaken 

must contribute to the detection, 

identification and understanding of 

systemic risks, and a condition of 

being awarded vetted researcher 

status is that the researcher must 
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Commentary/recommendation as per 

Committee report 

L&RS -Whether 

addressed 

(either in whole 

or in part) in 

the Bill 

Depts Response to whether 

addressed (either in whole or in 

part) in the Bill 

make the research publicly available 

after one year. 

Comment: 

While the conditions for accessing 

data and the obligations are in the 

regulation, the European Commission 

will adopt a delegated act to provide 

more detail on conditions and process 

for data access, this delegated act is 

expected in 2024. 

As with the other certification 

procedures under the DSA, Coimisiún 

na Meán is working to develop the 

processes provided for under Article 

40 of the DSA. As part of this process, 

it has been informally engaging with 

stakeholders at an EU level.  

 

5. The Committee recommend the 

provision of a nationwide 

information campaign to inform 

the public of the protections 

contained within the Bill to provide 

awareness and information on 

how to access supports.  

 

 

This is not 

addressed in the 

Bill. 

Action(s) Taken: 

Coimisiún na Meán has an advocacy 

role, and it will be responsible for 

raising awareness of the protections 

contained within the Bill and 

information on how to access supports 

and how it will  handle complaints 

about breaches of the DSA. 

Comment: 

Coimisiún na Meán will have a 

dedicated user education team, 

devoted to raising awareness 

amongst the public about their rights 

under the DSA and the processes and 

procedures available to service users 

under the DSA. Coimisiún na Meán 

will also operate a consumer contact 

centre which will receive contacts on 

DSA related matters (and other 

matters) and provide information and 

guidance to the public. 

 

6. The Committee further 

recommends engagement and 

provisions for consultations with 

Social Partners and stakeholders 

 

Action(s) taken: 

Coimisiún na Meán is working to 

develop processes provided for under 

the DSA in order to be operational by 

17 February 2024. As part of this 
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Commentary/recommendation as per 

Committee report 

L&RS -Whether 

addressed 

(either in whole 

or in part) in 

the Bill 

Depts Response to whether 

addressed (either in whole or in 

part) in the Bill 

for procedures being created 

under the Digital Services Act  

 

This is not 

addressed in the 

Bill. 

process, it has been informally 

engaging with stakeholders, including 

platforms, other Member States and 

the European Commission.   

Once officially designated and 

operational, Coimisiún na Meán 

intends to continue engaging with 

relevant stakeholders in relation to the 

processes and procedures provided 

for under the DSA. 

7. The Committee expressed 

concern at the varying 

responsibilities of different 

organisations such as the 

Competition and Consumer 

Protection Commission and the 

potential for overlap of these 

responsibilities to hamper the 

effective carrying out of duties.  

 

 

 

Action(s) Taken: 

Part 3 of the Bill now specifically 

designates and assigns functions to 

the Competition and Consumer 

Protection Commission (CCPC), as 

the competent authority for specific 

Articles of the DSA related to online 

marketplaces. There will be no 

overlap of responsibilities. It also 

provides for a co-operation agreement 

to be entered with Coimisiún na Meán 

to ensure the effective carrying out of 

duties and facilitate cooperation of 

their respective functions as they 

relate to the DSA. 

8. The Committee recommend 

further clarity be provided for in 

secondary legislation regarding 

take down orders and how they 

will be actioned upon and that 

regulations will assist in providing 

a fair balance between platforms 

and the rights of a person.  

 

54 

Action(s) Taken: 

There will be new court rules that 

apply to orders to remove illegal 

content. The DSA does not create any 

new type of take down orders, just 

provides that orders to remove illegal 

content will contain certain information 

as set out in the DSA Articles 9 and 

10.  This will ensure consistency in 

orders across the EU.  The DSA does 

not interfere with existing procedures 

or change what constitutes illegal 

content.   

 

 
54 Takedown orders are no longer dealt with in the Bill 
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Commentary/recommendation as per 

Committee report 

L&RS -Whether 

addressed 

(either in whole 

or in part) in 

the Bill 

Depts Response to whether 

addressed (either in whole or in 

part) in the Bill 

 

9. The Committee recommends 

further clarity with procedures and 

enhanced transparency in relation 

to Heads 5,7,8,10, 12, 14, 18 and 

20 for the provisions and 

definitions provided for within the 

General Scheme.  

 

 

Action(s) Taken: 

Head 5 (liability of providers of 

intermediary services) Section 5 of the 

Bill revokes existing liability exemption 

provisions from the e-Commerce 

Directive 2000 that are now defunct. 

The DSA has direct effect so Articles 

4-6 provide for the liability of 

intermediary services.  

Heads 7 & 8 (take down and 

information orders) - There will be new 

court rules that apply to orders to 

remove illegal content. Articles 9 and 

10 of the DSA are prescriptive of the 

actions a provider in receipt of a take 

down or information order must take. 

Head 10 (Trusted Flaggers) – 

Response in Recommendation 1 

above applies. 

Head 12 (right to lodge a complaint) – 

Section 199 now contains enhanced 

provisions on complaints.  

Head 14 (notification of investigations) 

– Throughout the Bill further clarity 

has now been provided by way of 

amending the sections of the Principal 

Act relating to investigations.  

Head 18 (access blocking orders) – 

Section 34 of the Bill inserts a new 

Chapter 6A into the Principal Act 

which provides further clarity and 

enhanced transparency of the 

procedures and circumstances for 

access blocking orders. 

Head 20 (periodic penalty payments) 

– Section 19 of the Bill inserts a new 

section 139ZLA into the Principal Act 

which provides further clarity and 

enhanced transparency of the 

procedures relating to daily payment 

penalties. 
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Commentary/recommendation as per 

Committee report 

L&RS -Whether 

addressed 

(either in whole 

or in part) in 

the Bill 

Depts Response to whether 

addressed (either in whole or in 

part) in the Bill 

 

10. The Committee recommends that 

Coimisiún na Meán is 

satisfactorily resourced, with the 

level of staffing and legal 

expertise required to adequately 

allow optimal operational capacity 

and enforcement and further 

recommends that highly precise 

detail is given as to the roles, 

individual functions and 

responsibilities of Coimisiún na 

Meán.  

 

 

This is not dealt 

with in the Bill 

Action(s) Taken: 

In addition to the €2.7 million provided 

for the setting up phase of Coimisiún 

na Meán, DETE has secured an 

additional €3.3 million in Budget 2024 

resulting in a total funding of €6 million 

for 2024.  

Coimisiún na Meán, in consultation 

with DETE has submitted a business 

case outlining in detail the additional 

roles and skills required for operation 

in 2024 as it moves from setting up 

phase to official designation as Digital 

Services Coordinator. 

The CCPC has a total budget 

allocation for 2024 of €4.9 million, this 

will include funding its new 

responsibilities under the DSA. 

Comment: 

This recommendation is fully in line 

with Government commitments to 

ensuring that Coimisiún na Meán is 

satisfactorily resourced. 

The Minister for Enterprise, Trade and 

Employment will bring forward 

legislation in 2024 so that the new 

regulatory responsibilities under the 

DSA for both Coimisiún na Meán and 

the CCPC can be self-funded via an 

industry levy, with the aim of having 

the levy in place in 2025. 

 

11. The Committee recommends 

Coimisiún na Meán and other 

competent authorities should 

have the ability to establish 

cooperation agreements, allowing 

them to share information, 

coordinate actions, and determine 

which authority should act in 

cases involving multiple 

provisions of the DSA and/or 

other laws.  

 

Action(s) Taken: 

Under Part 2 section 32 of the 

Principal Act, Coimisiún na Meán 

already has the ability to enter co-

operation agreements with other 

bodies. 

Part 3, section 41 of the Bill provides 

the CCPC with the ability to enter a 

co-operation agreement with 

Coimisiún na Meán. 
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Principal provisions of the Bill 

Key Provisions 

Designation, Functions and Enforcement powers of Digital Services Coordinator  

Section 8 designates Coimisiún na Meán as the Digital Services Coordinator and a competent 

authority for the Digital Services Regulation. 

Section 11 inserts a new section, to provide that an authorised officer of Coimisiún na Meán, or 

any other person engaged by the Commission shall be obliged to not disclose information  as is 

covered by the obligation of professional secrecy. 

Section 15 amends the Principal Act to include new notification requirements for Coimisiún na 

Meán. These requirements involve informing the EU Commission, the European Board for Digital 

Services, and DSCs of other Member States about investigations into breaches of the Digital 

Services Regulation. The amendment also states that investigations into VLOPs and Search 

Engines should not be initiated if the EU Commission is already investigating the same 

infringement. Additionally, for providers without an EU legal base, similar infringements should not 

be investigated by another Member State concurrently. 

Section 16 interalia modifies section 139ZJ of the Principal Act to include a requirement for 

notification in cases of joint investigations under the Digital Services Regulation enabling Coimisiún 

na Meán to collaborate with DSCs from other Member States in conducting investigations. 

Section 17 amends the Principal Act to expand the powers of authorized officers in digital services 

investigations. It allows these officers to conduct or request judicial orders for inspections of 

premises related to the inquiry subject or other relevant persons. Additionally, a new subsection is 

introduced, granting Coimisiún na Meán the authority to impose administrative financial sanctions 

during investigations of Digital Services Regulation infringements. These sanctions apply if a 

person obstructs an authorized officer, fails to comply with information requests, provides false or 

misleading information, or does not correct any failure in responding or rectify misleading 

information provided to an authorized officer. 

Section 19 inserts new sections 139ZLA and 139ZLB into the Principal Act. The new section 

139ZLA authorises Coimisiún na Meán to enforce a daily payment penalty on an intermediary 

service provider or any other relevant party. This is to ensure compliance with obligations set forth 

by the authorized officer’s investigatory powers during an investigation of violations under specific 

Articles of the Digital Services Regulation. Under section 31 of the Bill, a person who is given 

notice under section 139ZLA(5) can appeal to the High Court the decision to impose the daily 

payment penalty within 28 days of receiving the notice. The new section 139ZLA outlines the 

procedural requirements for issuing a notice to an intermediary service or other involved parties 

when Coimisiún na Meán decides to enforce a daily payment penalty. It specifies that the 

maximum penalty for each day of non-compliance shall not exceed five percent of the average 

daily income or turnover of the intermediary service provider or the other implicated party, 

calculated based on their financial performance in the previous fiscal year. 

During an investigation into a breach of specific Articles of the Digital Services Regulation, 

Coimisiún na Meán can mandate an intermediary service provider to implement interim measures 

(under the new section 139ZLB proposed to be inserted by Section 19 of the Bill). This action is 
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necessary if the evidence suggests that the infringement is ongoing and poses a risk of serious 

harm. Where the provider fails to comply with a notice to such a contravention, then it is guilty of a 

category 1 offence. Senior management liability may apply to relevant individuals where there is a 

failure to comply with interim measures under this section, subject to the consent of the Director of 

Public Prosecutions. 

Section 25 interalia mandates that notifications regarding decisions about breaches of the Digital 

Services Regulation, or failures to comply with interim measures or commitment agreements, must 

be communicated to the European Commission, the European Board for Digital Services, and the 

DSC of each Member State. Additionally, in the context of joint investigations, the decision must be 

sent to the European Commission, and Coimisiún na Meán is required to inform the inquiry subject 

of this action. Regarding the publication of decisions, it is specified that violations involving a 

person's non-compliance with an authorized officer's directives are not to be publicly disclosed. 

Section 28 amends the Principal Act, setting maximum limits for administrative financial sanctions 

that Coimisiún na Meán can impose under the Digital Services Bill. The limits are as follows: 

1. Up to six percent of the annual income or turnover from the previous financial year for: 

• Infringements of the relevant Articles of the Digital Services Regulation. 

• Non-compliance with orders for interim measures. 

• Failure to comply with a commitment agreement with Coimisiún na Meán. 

2. Up to one percent of the annual income or turnover from the previous financial year for: 

• Obstructing or impeding an authorized officer during an investigation. 

• Failing to comply with, or providing false or misleading information in response to, an 

information request from an authorized officer or An Coimisiún. 

• Failing to correct non-compliance or false/misleading information given to an authorized 

officer or An Coimisiún. 

• Knowingly giving false or misleading evidence during an oral hearing related to an 

infringement of the Digital Services Regulation. 

The section also emphasizes that the amount of any administrative sanction must be proportionate 

to the nature of the contravention and aimed at deterring future contraventions under the Digital 

Services Bill (per the Explanatory Memorandum).  

Section 33 introduces two sections into the Principal Act:1. Section 139ZZBA: Coimisiún na Meán 

can impose a daily penalty on providers for not complying with a notice to stop a Digital Services 

Regulation infringement. The penalty can be up to 5% of the provider's average daily turnover from 

the previous year. Before imposing the penalty, Coimisiún na Meán must issue a written warning 

and give the provider a chance to respond. 

2. Section 139ZZBB: Providers have the right to appeal to the High Court against the daily penalty 

within 28 days of receiving the notice. If they don't appeal, Coimisiún na Meán must seek the 

Circuit Court's confirmation to enforce the penalty. 

 

Section 34 introduces a new chapter, into the Principal Act, focusing on access blocking orders 

when the Digital Services Regulation is infringed: 

1. 139CCCA This section allows Coimisiún na Meán to request the management body of a 

provider to propose actions to stop a continuing contravention, following an initial "notice to end a 

https://data.oireachtas.ie/ie/oireachtas/bill/2023/89/eng/memo/b8923d-memo.pdf
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contravention." If a proposal is received from the provider's management, Coimisiún na Meán can 

issue a further written notice specifying the steps the provider must take within a set timeframe. 

2. 139ZZCB This section states that if a provider's management body fails to propose steps to end 

a contravention, or if a provider does not comply with a subsequent notice to end the 

contravention, Coimisiún na Meán can seek a High Court order. This order would compel a 

relevant service provider to block access within the State to the service causing the ongoing 

contravention. 

 

Section 36 introduces additional enforcement measures 

1.139ZZGA - Compliance Notice: An authorized person from Coimisiún na Meán can issue a 

compliance notice to a provider if they believe the provider has infringed certain specified Articles 

of the Digital Services Regulation. This notice requires the provider to take specific actions or 

refrain from certain activities to stop the infringement. The provider can appeal against this notice. 

Failure to comply with an affirmed notice results in the provider being guilty of an offense, subject 

to a Class B fine or up to 6 months' imprisonment. 

2. 139ZZGB - Commitment Agreements with Providers: Coimisiún na Meán can enter into a 

"commitment agreement" with a provider at any time. In this agreement, the provider commits to 

taking measures addressing compliance issues under the Digital Services Regulation. The 

agreement is binding and can be amended or terminated in writing. Coimisiún na Meán may also 

terminate the agreement if the provider fails to comply or if the information provided by the provider 

for the agreement is misleading or false. Non-compliance with the commitment agreement may 

lead to administrative sanctions. 

 

Section 37 inserts Part 15 into the Principal Act assigning specific roles to Coimisiún na Meán 

under the Digital Services Regulation: 

• Vetted Researchers: Coimisiún na Meán designates vetted researchers, with provisions for 

handling refusals or revocations of designations, including a review process. 

• Trusted Flagger Status: Coimisiún na Meán awards and manages the status of trusted 

flaggers, including decision reviews and the process for addressing refusals or revocations. 

• Certifying Dispute Settlement Bodies: Involves certifying entities as out-of-court dispute 

settlement bodies, with guidelines for refusal, revocation, and the process for requesting 

reviews. 

• Investigation Authority: Coimisiún na Meán can investigate entities related to trusted flagger 

status, vetted researchers, and out-of-court dispute settlement certifications. Handling 

Complaints: Manages complaints regarding non-compliance with the Digital Services 

Regulation, ensuring fair hearing and information rights. 

• Offence Regulations: Establishes penalties for providing false information in certification 

processes or misrepresenting as a trusted flagger. 

The new Section 199 of the Principal Act sets out how Coimisiún na Meán shall handle complaints 

related to failure by providers to comply with the Digital Services Regulation. 

An Coimisiún na Meán currently comprises one Executive Chairperson (Jeremy Godfrey), and 

three other Commissioners, each heading up particular functions, including the Online Safety 

Commissioner (Niamh Hodnett), the Media Development Commissioner (Rónán Ó Domhnaill) and 
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the Broadcasting Commissioner (Celene Craig). A fifth Commissioner will be appointed to head up 

the new Digital Services functions.55 

Liability of intermediary service providers (Section 13) 

The EU DSA deletes and replaces Articles 12-15 of the eCommerce Directive (Directive 

2000/31/EC), with Articles 4, 5, 6, and 8 of the EU DSA. The new provisions, like the existing 

provisions, provide an exemption from liability for intermediary online services in respect of mere 

conduit, caching and hosting services.  

In Ireland the eCommerce Directive was transposed into Irish law by the European Communities 

(Directive 2000/31/EC) Regulations 2003 (S.I. 68/2003) and is now being revised by the proposed 

Bill. 

Section 5 of the Bill proposes the repeal of Regulations 15 to 18 of S.I. 68/2003 which transpose 

the now deleted provisions of the e-Commerce Directive aligning with the updated EU DSA 

provisions. The EU DSA's direct applicability means no additional national laws are needed for 

enforcement in areas like internet services, data caching, and web hosting. 

Section 13 of the Bill relates to the amending of Section 139ZF of the Principal Act, concerning 

eCommerce compliance strategies. This section is being amended to reflect the new liability 

regime of the EU DSA. The amendment includes: 

• A new eCommerce compliance strategy ensuring consistency with the EU DSA, particularly 

in respect to Articles 4 to 6 (liability limitations for intermediary services) and Article 8 (no 

general monitoring obligation). 

• The continuation of the current eCommerce compliance strategy, ensuring a smooth 

transition to the new DSA regulations. 

Researchers (Sections 187-189 of the Principal Act)  

1. Designation of Vetted Researchers: Individuals must apply to the Commission to be recognized 

as vetted researchers, with the application process including an assessment from a Member 

State’s DSC. The Commission can request more information before making a decision and, if 

satisfied, will either approve or reject the application. Approved researchers get access to data 

from large online platforms and search engines. 

2. Termination of Data Access: The Commission can revoke a vetted researcher's data access if 

they no longer meet the required conditions. This decision can be based on the Commission's own 

findings or information from third parties. Researchers are notified of potential termination and can 

respond or seek a review. 

Trusted Flaggers (Section 190-192 of the Principal Act) 

Section 190-192 implements the provisions of Article 22 of the EU DSA, which requires online 

platform providers (a subset of intermediary service providers) to give priority attention to certain 

notices that have been submitted through the notice and action mechanism in Article 16 of the EU 

DSA. These are notices that have been submitted by a "trusted flagger" which is acting within their 

designated area of expertise. The status of "trusted flagger" is awarded by the Digital Services 

Coordinator in the Member State where it is seeking the status.  

 
55 Davina Brennan, Michael Byrne, Carlo Salizzo and Karen Reynolds, Matheson, Irish Government 

Publishes General Scheme of Digital Services Bill 2023 (last accessed 08 December 2023).  

https://www.irishstatutebook.ie/eli/2003/si/68/made/en/print
https://www.irishstatutebook.ie/eli/2003/si/68/made/en/print
https://www.matheson.com/insights/detail/irish-government-publishes-general-scheme-of-digital-services-bill-2023
https://www.matheson.com/insights/detail/irish-government-publishes-general-scheme-of-digital-services-bill-2023
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The Bill sets out in this section the process for the Commission for awarding or refusing the status 

of a "trusted flagger”.  

Eligibility: An entity established in the State that wants to be recognized as a trusted flagger must 

apply to the Commission according to the rules in Article 22(2). They need to follow the specific 

application process and the format the Commission requires. 

Decision Criteria: The Commission reviews each application to determine if the applicant meets 

certain special conditions. If the applicant meets the specified conditions, the Commission may 

grant them the status of a trusted flagger. If the applicant does not meet the specified conditions, 

the Commission may deny them this status. 

Notification of Decision: After making its decision, the Commission must inform the applicant of 

the outcome in writing. 

Definition of 'Specified Conditions': The term "specified conditions" refers to particular criteria 

that are detailed in Article 22(2). This part of the document (Article 22(2)) lists the requirements an 

applicant must fulfil to be considered for trusted flagger status. 

EU DSA Article 22 The status of ‘trusted flagger’ under this Regulation shall be awarded … 

to an applicant that has demonstrated that it meets all of the following conditions: 

 (a) it has particular expertise and competence for the purposes of detecting, identifying and 

notifying illegal content;  

 (b) it is independent from any provider of online platforms; 

 (c) it carries out its activities for the purposes of submitting notices diligently, accurately 

and objectively. 

According to Recital 46 of the EU DSA it is advised that trusted flagger status should only 

be awarded to entities, and not individuals, that have demonstrated that they have 

particular expertise and competence in tackling illegal content. Public entities such as, for 

terrorist content, internet referral units of national law enforcement authorities or of the 

European Union Agency for Law Enforcement Cooperation (‘Europol’) are mentioned as 

well as NGOs and private or semi-public bodies such as the organisations part of the 

INHOPE network of hotlines for reporting child sexual abuse material and organisations 

committed to notifying illegal racist and xenophobic expressions online. They advise that a 

limited number be awarded. 
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Appendix 

Table of provisions of the Digital Services Bill 

Part 1: Preliminary and General 

1. Short Title and Commencement:  

(1) Titled Digital Services Act 2023 

(2) Commencement date set by the Minister. 

2. Definitions:  Defines key terms, including "Act of 2014," "Minister," "prescribed," and "Principal 

Act." 

3. Regulations:  

1) Minister empowered to make regulations. 

(2) Regulations may include additional provisions. 

(3) Oireachtas can annul regulations within 21 days. 

4. Service of Documents:  

(1) Details how to serve documents. 

(2) Defines legal residence for companies and bodies. 

5. Revocation: Revokes parts of the European Communities (Directive 2000/31/EC) Regulations 

2003. 

6. Expenses: Costs to be funded by the Oireachtas, subject to ministerial approval. 

Part 2: Amendment of Principal Act has 32 sections, 7-38 

7. Amendment of section 2 of Principal Act 

Section 2 of the Principal Act is updated to include definitions for 'Digital Services Regulation,' 

'intermediary service provider,' 'Member State competent authority,' and 'Member State Digital 

Services Coordinator.' 

8. Amendment of section 7 of Principal Act 

Section 7 of the Principal Act is modified to designate Coimisiún na Meán as the competent 

authority and the Digital Services Coordinator for purposes outlined in the Digital Services 

Regulation. 

9. Amendment of section 33 of Principal Act 

Section 33 is revised to include the Competition and Consumer Protection Commission and 

intermediary service providers in certain disclosure circumstances. 

10. Amendment of section 36 of Principal Act 

Section 36 is amended to allow disclosure by Comisiún na Meán to the Competition and 

Consumer Protection Commission for purposes related to the Digital Services Regulation. 

11. Professional secrecy under Digital Services Regulation 

Introduces a new section ensuring confidentiality in line with Article 84 of the Digital Services 

Regulation.  
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Table of provisions of the Digital Services Bill 

12. Amendment of section 139Z of Principal Act, Section 139Z is updated, replacing the term 

“minors” with “children.” 

13. Amendment of section 139ZF of Principal Act, Section 139ZF is revised to outline the 

Commission's e-Commerce compliance strategy, ensuring consistency with the Digital Services 

Regulation. 

14. Interpretation (Part 8B),Redefines terms in the Principal Act related to Digital Services 

investigations and specifies the meanings of various terms, including ‘authorized officer,’ 

‘contravention,’ and ‘relevant intermediary service provider.’ 

15. Amendment of section 139ZI of Principal Act, Section 139ZI is updated to restrict actions 

against very large online platforms or search engines if the European Commission has initiated 

proceedings. 

16. Amendment of section 139ZJ of Principal Act, Section 139ZJ is modified to change 

references from 'provider' to 'inquiry subject' and adds provisions for joint investigations under 

Article 60. 

17. Amendment of section 139ZK of Principal Act, Section 139ZK sees substantial amendments 

enhancing investigative powers, especially in Digital Services investigations, and outlining 

consequences for non-compliance. 

18. Use of powers for other purposes of Digital Services Regulation 

Introduces a new section enabling the use of investigatory powers under section 139ZK for 

specific purposes related to Digital Services Regulation investigations. 

19. Insertion of sections 139ZLA and 139ZLB in Principal Act 

Adds new sections for enforcing investigatory powers through daily payment penalties and 

allowing the Commission to require intermediary service providers to take immediate measures 

in certain situations. 

20. Amendment of section 139ZM of Principal Act, Section 139ZM is revised, mainly changing 

references from 'provider' to 'inquiry subject' and adding provisions related to joint investigations. 

21. Amendment of section 139ZN of Principal Act to guide the Commission in making rules for 

conducting investigations and proceedings. 

22. Amendment of section 139ZP of Principal Act is modified to include references to the 

exercise of powers under section 139ZK as applied by section 139ZKA. 

23. Amendment of section 139ZR of Principal Act sees changes in terminology and procedures 

related to the inquiry subject and the handling of investigations and reports. 

24. Amendment of section 139ZS of Principal Act is updated, changing 'provider' to 'person' and 

adjusting references in subsections. 

25. Amendment of section 139ZT of Principal Act is revised to reflect changes in terminology and 

to include additional provisions for decisions related to Digital Services Regulation 

contraventions. 

26. Amendment of section 139ZU of Principal Act  changes terminology and updates procedures 

for requesting further information from a person. 
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Table of provisions of the Digital Services Bill 

27. Amendment of section 139ZV of Principal Act is updated, changing 'provider' to 'inquiry 

subject' and adjusting relevant subsections. 

28. Amendment of section 139ZW of Principal Act undergoes substantial changes, including 

setting maximum amounts for administrative financial sanctions based on different types of 

contraventions. 

29. Amendment of section 139ZX of Principal Act is modified to change references from 

'provider' to 'inquiry subject' and to adapt procedures for appeals. 

30. Amendment of section 139ZY of Principal Act is revised, changing 'provider' to 'inquiry 

subject' and updating the procedures for confirmation of decisions. 

31. Insertion of Chapter 4A into Part 8B of Principal Act to outline the appeal and confirmation 

process for daily payment penalties under section 139ZLA. 

32. Amendment of section 139ZZB of Principal Act is updated, changing terminology and 

adapting the section to cover a broader range of entities. 

33. Insertion of sections 139ZZBA and 139ZZBB in Principal Act concerning daily payment 

penalties for failure to comply with notices to end contraventions and the appeal and 

confirmation process for such penalties. 

34. Access blocking order where Digital Services Regulation infringed 

Adds a new chapter to address the procedure for obtaining access blocking orders in cases of 

infringement of the Digital Services Regulation. 

35. Amendment of section 139ZZD of Principal Act is amended to update references to the 

Digital Services Regulation. 

36. Other enforcement measures 

A new chapter is introduced detailing additional enforcement measures, including compliance 

notices and the process for entering into commitment agreements with intermediary service 

providers. 

37. Insertion of Part 15 in Principal Act is added to the Principal Act, including chapters on 

interpretation, vetted researchers, trusted flaggers, out-of-court settlement bodies, and offences. 

38. Amendment of Schedule 4 to Principal Act is amended to include provisions for 

administrative financial sanctions in oral hearings involving infringements of the Digital Services 

Regulation. 

Part 3 Competition and Consumer Protection Commission as Competent Authority for Digital 

Services Regulation has 10 Chapters, comprising of 36 sections, 39-75 

Regulation for Articles 30 To 32 of The Digital Services Regulation 

Chapter 1: Interpretation 

39. Interpretation (Part 3): This section defines various terms relevant to Part 3. Key definitions 

include:"Authorised officer": As defined in the Act of 2014. 

"Category 1 offence" and "Category 2 offence": Offences with penalties specified in sections 

74(1) and 74(2). 
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Table of provisions of the Digital Services Bill 

Commission": Refers to the Competition and Consumer Protection Commission. 

Contravention": Includes infringements by relevant providers of Articles 30, 31, or 32, liabilities to 

administrative financial sanctions, etc. 

"Digital Services Regulation": Refers to EU Regulation 2022/2065. 

 Other terms like "Intermediary service provider", "Member State competent authority", 

"Provider", "Relevant provider", "Very large online platform", and "Very large online search 

engine"** are also defined. 

 

CHAPTER 2: Functions of Competition and Consumer Protection Commission 

40. Designation of Commission as competent authority: The Commission is designated as the 

competent authority for Articles 30, 31, and 32. 

41. Co-operation between Commission and Coimisiún na Meán: Details cooperative 

agreements, sharing information, and consulting on decisions related to the Digital Services 

Regulation. 

CHAPTER 3: Investigations 

45. Commencement and terms of investigation: Authorised officers can direct investigations into 

suspected contraventions. 

46. Investigatory powers: Include conducting oral hearings and using powers for assisting in 

investigations related to Digital Services Regulation by other authorities. 

48. Enforcement of investigatory powers: Details administrative financial sanctions for non-

compliance during investigations. 

50. Power to require provider to take interim measures: The Commission can require a provider 

to take measures to avoid risk of serious harm in case of ongoing contravention. 

CHAPTER 4: Decision of Commission 

 55. Division of Commission: Describes how the Commission's functions are to be exercised. 

56. Action by Commission after receiving report: Procedures for dealing with reports from 

authorised officers, including holding oral hearings and requesting further information. 

57. Decision by Commission: Details the process for deciding on contraventions and imposing 

administrative financial sanctions. 

58. Notice and publication of decision of Commission: Specifies how decisions are 

communicated and published. 

CHAPTER 5: Administrative financial sanctions 

 Submissions and requests for information: Procedures for determining the amount of 

administrative financial sanctions. 

Limitations on amount of administrative financial sanction: Sets the maximum limits for sanctions 

based on annual turnover or income. 

CHAPTER 6: Daily payment penalty under section 49 
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Appeal and confirmation: Describes the process for appealing and confirming daily payment 

penalties. 

CHAPTER 7: Notice to end contravention 

 Further notice and daily payment for failure to comply: Outlines procedures for issuing notices to 

end contraventions and penalties for non-compliance. 

CHAPTER 8: Access blocking order 

Further notice to end contravention and access blocking order: Authorizes the Commission to 

request blocking access to certain digital services in case of ongoing contraventions. 

 

CHAPTER 9: Other enforcement measures 

Compliance notices and power to enter into commitment agreement: Details the issuance of 

compliance notices and the ability to enter into agreements with providers for addressing 

compliance issues. 

CHAPTER 10: Offences under Part 3 

Categories of offences and summary proceedings: Defines the categories of offences and 

outlines procedures for summary proceedings. 

Part 4 Miscellaneous has 3 sections, 76-78 

Section 76: Modifies Section 24 of the Act of 2014, substituting the phrase "section 25 and 

section 25A, and section 15AV of the Act of 2002," for "section 25, and section 15AV of the Act 

of 2002". 

Professional Secrecy under Digital Services Regulation 

Section 77: Introduces a new section (25A) to the Act of 2014, emphasizing the importance of 

confidentiality. It mandates that anyone associated with the Commission, including authorized 

officers and members, must not contravene Article 84 of the Digital Services Regulation. A 

breach of this subsection, without reasonable excuse, constitutes an offense punishable by a 

class A fine or imprisonment for up to 6 months. 

Section 78 Amendment of Online Safety and Media Regulation Act 2022 amends Section 42 of 

the Online Safety and Media Regulation Act 2022 by replacing "The Principal Act" with "Section 

134 of the Principal Act". 

SCHEDULE: ORAL HEARINGS 

- Sections 1-16: This Schedule applies to oral hearings as per sections 46, 56(3), 56(4)(d), and 

59(2)(a), detailing the procedures and rules for conducting these hearings. Key points include: 

Definition of terms like "authorised officer," "conducting authority," "relevant equipment," and 

"relevant material." 

The conducting authority’s powers to require attendance, administer oaths, and take evidence. 

Adherence to rules of evidence with certain exceptions. 

Immunities and privileges for compliance, similar to those applicable in the High Court. 
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Provisions for non-compliance, including legal penalties. 

Circumstances under which an oral hearing can be held privately or certain information can be 

withheld. 

Allowance for remote hearings. 

Stipulations for false or misleading evidence, with penalties outlined for such offenses. 

Explanation of admissibility of statements or admissions made during hearings. 
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