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WEDNESDAY, DECEMBER 6, 2018
Thank you for inviting us to address the Committee on this important topic.

We welcome this as an opportunity to explain our policies, tools, reporting infrastructure and general
approach to keeping young people safe. We are always keen to hear feedback about any issues you have
had with Facebook, because we always want to do better, so this is a learning opportunity for us too.

My name is Niamh Sweeney and | am the Head of Public Policy for Facebook Ireland. | am joined today by
my colleagues Siobhdn Cummiskey, who leads our Dublin-based Content Policy team, and Julie de
Bailliencourt, our Head of Safety Policy for Europe the Middle East and

Africa.

We are all based in Facebook's International Headquarters at Grand Canal Square in Dublin where we work
alongside over 2,200 other colleagues - several hundred of whom work on maintaining the safety and
security of our users.

We have grown from just 30 staff when we first set up an Irish office in 2009, and our physical foot print in
Ireland now extends to four locations. These locations include our state-ofthe-art data centre, which will
soon start serving traffic, in Clonee in County Meath, and our Oculus (Virtual Reality) Research Office in
Cork.

We have watched this Committee's hearings on Cybersecurity as it relates to children with great interest -
particularly as we have a good, active relationship with many of the experts you have heard from on this
topic.

Most notably, we have a strong relationship with An Garda Siochana, particularly the Cybercrime, Domestic
Violence and Sexual Assault Investigation Units, which handle child safety.

For several years we have worked with a Single Point of Contact (SPOC) in Garda Headquarters. All requests
or queries relating to Facebook from around Ireland are channelled through the SPOC which has allowed us
to respond efficiently and effectively. We have a dedicated team - again, based here in Dublin - that
handles these requests, prioritising safety issues, responding out-of-hours to situations involving real world
harm and proactively flagging cases of child exploitation to the National Centre for Missing and Exploited
Children (NCMEC), which liaises directly with the Gardal.

We have worked and consulted with CyberSafelreland, the ISPCC and Webwise, all of whom have made
excellent contributions to the Committee in recent weeks. For example, last February, we partnered with
Webwise for Safer Internet Day 2017, jointly hosting an event that received extensive media coverage at
our Dublin HQ which focussed on highlighting resources that both we and Webwise have created to
empower parents who need help addressing the challenges that arise when their children go online. We




have a similarlystrong relationship with the ISPCC, which will soon become part of our 'Trusted Partner'
programme, which we will describe in greater detail later.

We also contributed to the Law Reform Commission's work on harmful online communications, both by
corresponding and meeting with Ray Byrne and his team on several occasions to discuss the issues they
were considering, and by making a written submission.

We are also a signatory to the Safer Internet Principles flagged by Professor Brian O'Neill in his recent
statement to the Committee, and have collaborated with Professor O'Neill on this and other issues at a
national and European level for several years.

We take the issue of online safety very seriously.

Facebook has a huge responsibility when it comes to the safety and security of the people who use our
service to express themselves, and to share with family and friends, and we fully recognise that.

One of the biggest questions we face relates to what is allowed on Facebook. We spend a lot of time trying
to get this right. It's hard, but it is of critical importance. And so today we're going to spend some time
explaining how we approach that, refine that approach and continue to try to get it right.

From the outset, let us be clear about this: there is no place on Facebook for content that shames or
exploits young people.

We know our enforcement hasn't always been perfect - this is a difficult thing to get right and that's why
we have made, and are continuing to make, major investments both in human expertise and in technology
to more quickly help people who need our support and remove content that violates our policies.

FACEBOOK'S POLICIES

Over a billion people worldwide share their thoughts and feelings every day on Facebook, and that number
jumps to over two billion people when we ook at it on a monthly basis. Over 85 percent of our users are
based outside the US and Canada, so we are a truly global company and have a strong presence in this
region. As you can imagine, a community this size translates to an incredible amount of content shared on
the site.

We want people to come to Facebook to share and to connect. But we know they won't do that if they
don't feel safe, so we write our policies with the intention of empowering people to share and connect
while also safeguarding the safety of our users. When we draft our policies they must be principled,
meaning they must be rooted in the mission of our company to build community and bring people together
and in the values we strive for around the safety and freedom-to-share of our users. They must also be
operable, as we have a team of thousands of reviewers based around the world - including several hundred
people that are based in Dublin - and they have to be able to understand and execute on each policy in a
way that is consistent and fair. And, finally, they must be explicable: meaning, are we able to clearly explain
our policies in a room like this or in any other room in any other country.






















right-hand corner. (To report a comment on a mobile phone, you would simply hold your thumb on the
comment for a few seconds, which triggers the reporting flow.) Here's a screen grab of the three dots
linking to the reporting flow on this photograph:






























appropriate audience suitable for their page. On foot of that, we can restrict access to both these pages
and ads to minors, depending on the content. We also ask page administrators to age-gate their pages
when it promotes regulated goods such as tobacco and alcohol.

CHILD EXPLOITATION IMAGERY (CEl)

As mentioned previously, we also want to highlight the tools and processes we have in place against child
sexual exploitation. Facebook has been using an image-recognition tool created by Microsoft called
PhotoDNA since 2011. Whenever a photo is uploaded to our platform it is scanned by PhotoDNA, and any
attempt to share child sexual exploitation imagery that has been previously identified as such will be
prevented (and will result in the account being disabled). We then pass this information to the National
Centre for Missing Exploited Children (NCMEC) in the US, who in turn will share this with law enforcement
agencies across the world, including here in Ireland. Whenever we are alerted to the existence of new
illegal material on our platform - by young people themselves, by one of our safety partners or by the
police - we add this new content to our bank of images against which all new uploads are scanned, which
is how we prevent the re-sharing of the material and mitigate further victimisation. Our policies also
prevent the sexualisation of young people, and we work hard to make sure such content is quickly
removed from our site.

We have done a lot of work on teen self-generated sexual material. As mentioned above, we do not allow
it on our platform, will remove it and use PhotoDNA to prevent further resharing. We also want to make
sure young people understand that this behaviour can be risky. We funnel young people who have been
reported to us for engaging in this kind of behaviour into an educational 'checkpoint’, through which we
are able to explain the impact of sharing such content.

If the young person is found to have shared further material, they will be enrolled again in our educational
checkpoint, but the tone will gradually become sterner, and we will be clear that they will risk losing their
account if they keep engaging in such conduct. If they persist and are again reported to us, their account
will be permanently removed from Facebook.

SUICIDE PREVENTION AND MENTAL WELLBEING

We have been heavily invested in suicide prevention since 2006, and work with over 70 suicide
prevention experts across the world, as well as people with a lived-in experience. When people report
instances of self-harm or self-injury to our team, we strive to review these reports within minutes. When
our teams identify that someone is at immediate and credible risk of hurting themselves, we also escalate
such instances to the Gardai. The feedback we have received demonstrates that when people are
struggling to cope, hearing from a lovedone can make a real difference to their mental wellbeing. The
tools that we have developed aim to do just this, by providing friends and family - as well as the person
who is struggling - with support. In Ireland, we partner with the Samaritans, Jigsaw and Pieta House, and
list

these expert organisations as additional resources on our site.

In addition, Facebook joined the taskforce on youth mental wellbeing established by Minister McEntee in
August 2016, which recently completed its work under Minister Jim Daly. We are in contact with the
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